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Preface

This volume contains papers presented at the Fifth International Conference on
Knowledge and Systems Engineering (KSE 2013), which was held in Hanoi, Viet-
nam, during 17–19 October, 2013. The conference was jointly organized by Hanoi
National University of Education and the University of Engineering and Technol-
ogy, Vietnam National University. The principal aim of KSE Conference is to bring
together researchers, academics, practitioners and students in order to not only share
research results and practical applications but also to foster collaboration in research
and education in Knowledge and Systems Engineering.

This year we received a total of 124 submissions. Each of which was peer re-
viewed by at least two members of the Program Committee. Finally, 68 papers
were chosen for presentation at KSE 2013 and publication in the proceedings. Be-
sides the main track, the conference featured six special sessions focusing on spe-
cific topics of interest as well as included one workshop, two tutorials and three
invited speeches. The kind cooperation of Yasuo Kudo, Tetsuya Murai, Yasunori
Endo, Sadaaki Miyamoto, Akira Shimazu, Minh L. Nguyen, Tzung-Pei Hong, Bay
Vo, Bac H. Le, Benjamin Quost, Sébastien Destercke, Marie-Hélène Abel, Claude
Moulin, Marie-Christine Ho Ba Tho, Sabine Bensamoun, Tien-Tuan Dao, Lam Thu
Bui and Tran Dinh Khang in organizing these special sessions and workshop is
highly appreciated.

As a follow-up of the Conference, two special issues of the Journal of Data &
Knowledge Engineering and International Journal of Approximate Reasoning will
be organized to publish a small number of extended papers selected from the Con-
ference as well as other relevant contributions received in response to subsequent
calls. These journal submissions will go through a fresh round of reviews in accor-
dance with the journals’ guidelines.

We would like to express our appreciation to all the members of the Pro-
gram Committee for their support and cooperation in this publication. We would
also like to thank Janusz Kacprzyk (Series Editor) and Thomas Ditzinger (Senior
Editor, Engineering/Applied Sciences) for their support and cooperation in this
publication.



VI Preface

Last, but not the least, we wish to thank all the authors and participants for their
contributions and fruitful discussions that made this conference a success.

Hanoi, Vietnam Van Nam Huynh
October 2013 Thierry Denœux

Dang Hung Tran
Anh Cuong Le
Son Bao Pham
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Keynote Addresses



What Ontological Engineering Can Do for
Solving Real-World Problems

Riichiro Mizoguchi

Abstract. Ontological engineering works as a theory of content and/or content tech-
nology. It provides us with conceptual tools for analyzing problems in a right way by
which we mean analysis of underlying background of the problems as well as their
essential properties to obtain more general and useful solutions. It also suggests that
we should investigate the problems as deeply as possible like philosophers to reveal
essential and intrinsic characteristics hidden in the superficial phenomena/appear-
ance. Knowledge is necessarily something about existing entities and their relations,
and ontology is an investigation of being, and hence ontology contributes to facili-
tation of our knowledge about the world in an essential manner.

There exist a lot of problems to be solved in the real world. People tend to solve
them immediately after they realize needs to solve them. One of the issues here is
that necessary consideration about the nature of those problems is often skipped to
get solutions quickly,which sometimes leads to ad-hoc solutions and/or non-optimal
solutions. This is why ontological engineering can make a reasonable contribution
to improving such situations.

In my talk, after a brief introduction to ontological engineering, I explain techno-
logical aspects of ontological engineering referring to my experiences. One of the
important conceptual techniques is separation of what and how in procedures/al-
gorithms. Then, I show you a couple of concrete examples of deployment of such
conceptual tools in several domains.

Riichiro Mizoguchi
Research Center for Service Science, Japan Advanced Institute of Science and Technology,
1-1 Asahidai, Nomi, Ishikawa, Japan

V.-N. Huynh et al. (eds.), Knowledge and Systems Engineering, Volume 1, 3
Advances in Intelligent Systems and Computing 244,
DOI: 10.1007/978-3-319-02741-8_1, © Springer International Publishing Switzerland 2014



Argumentation for Practical Reasoning

Phan Minh Dung

Abstract. We first present a short introduction illustrating how argumentation could
be viewed as an universal mechanism humans use in their practical reasoning where
by practical reasoning we mean both commonsense reasoning and reasoning by
experts as well as their integration. We then present logic-based argumentation em-
ploying implicit or explicit assumptions. Logic alone is not enough for practical
reasoning as it can not deal with quantitative uncertainties. We explain how proba-
bilities could be integrated with argumentation to provide an integrated framework
for jury-based (or collective multiagent) dispute resolution.

Phan Minh Dung
Department of Computer Science and Information Management,
Asian Institute of Technology, Thailand

V.-N. Huynh et al. (eds.), Knowledge and Systems Engineering, Volume 1, 5
Advances in Intelligent Systems and Computing 244,
DOI: 10.1007/978-3-319-02741-8_2, © Springer International Publishing Switzerland 2014



Legal Engineering and Its Natural Language
Processing

Akira Shimazu and Minh Le Nguyen

Abstract. Our society is regulated by a lot of laws which are related mutually. When
we view a society as a system, laws can be viewed as the specifications for the so-
ciety. Such a system-oriented aspect of laws have not been studied well so far. In
the upcoming e-Society, laws have more important roles in order to achieve a trust-
worthy society and we expect a methodology which treats a system-oriented aspect
of laws. Legal Engineering is the new field that studies the methodology and ap-
plies information science, software engineering and artificial intelligence to laws
in order to support legislation and to implement laws using computers. So far, as
studies on Legal Engineering, Shimazu group of JAIST proposed the logical struc-
ture model of law paragraphs, the coreference model of law texts, the editing model
of law texts and so on, and implemented their models. Tojo group of JAIST ver-
ified whether several related ordinances of Toyama prefecture in Japan contains
contradictions or not. Ochimizu group of JAIST studied the model for designing
a law-implementation system and proposed the accountability model for the law-
implementation system. Futatsugi group of JAIST proposed the formal description
and the verification method of legal domains. As laws are written in natural lan-
guage, natural language processing is essential for Legal Engineering. In this talk,
after the aim, the approach and the problems of Legal Engineering are introduced,
studies on natural language processing for Legal Engineering are introduced.

Akira Shimazu · Minh Le Nguyen
School of Information Science, Japan Advanced Institute of Science and Technology

V.-N. Huynh et al. (eds.), Knowledge and Systems Engineering, Volume 1, 7
Advances in Intelligent Systems and Computing 244,
DOI: 10.1007/978-3-319-02741-8_3, © Springer International Publishing Switzerland 2014
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A Hierarchical Approach for High-Quality
and Fast Image Completion

Thanh Trung Dang, Azeddine Beghdadi, and Mohamed-Chaker Larabi

Abstract. Image inpainting is not only the art of restoring damaged images but also
a powerful technique for image editing e.g. removing undesired objects, recompos-
ing images, etc. Recently, it becomes an active research topic in image processing
because of its challenging aspect and extensive use in various real-world applica-
tions. In this paper, we propose a novel efficient approach for high-quality and fast
image restoration by combining a greedy strategy and a global optimization strat-
egy based on a pyramidal representation of the image. The proposed approach is
validated on different state-of-the-art images. Moreover, a comparative validation
shows that the proposed approach outperforms the literature in addition to a very
low complexity.

1 Introduction

Image inpainting, also known as blind image completion, is not only the art of restor-
ing damaged images; but also a powerful technique in many real-world applications,
such as image editing (removing undesired objects, restoring scratches), film repro-
duction (deleting logos, subtitles, and so on), or even creating artistic effects (reor-
ganizing objects, smart resizing of images, blending images). Recently, it becomes
an active research topic in image processing because of its challenging aspect and
extensive use in various real-world applications. This topic began by skillful and
professional artists in museum to manually restore the old painting.

Digital image inpainting tries to mimic this very precise process in an auto-
matic manner on computers. Because the completion is performed blindly without

Thanh Trung Dang · Azeddine Beghdadi
L2TI, Institut Galilée, Université Paris 13, France
e-mail: {dang.thanhtrung,azeddine.beghdadi}@univ-paris13.fr
Mohamed-Chaker Larabi
XLIM, Dept. SIC, Université de Poitiers, France
e-mail: chaker.larabi@univ-poitiers.fr

V.-N. Huynh et al. (eds.), Knowledge and Systems Engineering, Volume 1, 11
Advances in Intelligent Systems and Computing 244,
DOI: 10.1007/978-3-319-02741-8_4, © Springer International Publishing Switzerland 2014



12 T.T. Dang, A. Beghdadi, and M.-C. Larabi

reference to original images, the aim of digital image completion is only restor-
ing the damaged image by maintaining its naturalness, i.e undetectable by viewers.
However, this task is extremely difficult in the case of high resolution and structured
images. On the one hand, the restored parts should not be visible or perceptually an-
noying to human viewers when filled; on the other hand, the used algorithm needs
to be robust, efficient and requiring minimal user interactions and quick feedbacks.

An image inpainting algorithm often works in two stages. First the missing or
damaged regions are identified (inpainting regions or target regions). Second, these
regions are filled in the most natural manner possible. Up to now, there is no ap-
proach for automatically detecting damaged regions to be restored. For the sake of
simplicity, they are usually marked manually using image editing softwares. Several
approaches have been proposed in the literature and they may be categorized into
two main groups [1]: geometry-oriented methods and texture-oriented methods.

The methods of the first group are designed to restore small or thin regions such
as scratches or blotches, overlaid text, subtitles, etc. In this group, the image is mod-
eled as a function of smoothness and the restoration is solved by interpolating the
geometric information within the adjacent regions into the target region. Approaches
falling in this category show good performance in propagating smooth level lines or
gradient but they have the tendency to generate synthesis artifacts or blur effects in
the case of large missing regions [2, 3, 4].

Whereas, the objective of the methods in the second group is to recover larger
areas where the texture is assumed to be spatially stationary. Texture is modeled
through probability distribution of the pixel brightness values. The pixel intensity
distribution depends on only its neighborhood. This group could be further subdi-
vided into two subgroups named: greedy strategy [5, 6, 7, 8] and global optimization
strategy [10, 11, 12]. Greedy strategies have acceptable computation time and take
into account human perception features (priority is designed based on the salient
structures considered as important for human perception). However, some prob-
lems such as local optimization and patch selection may limit the efficiency of these
approaches. In contrast, global optimization strategies often provide better results.
But, they are computationally expensive. This is mainly due to the fact that time
complexity increases linearly both with the number of source pixels and unknown
pixels.

In this study, we propose a novel approach for high-quality and fast image com-
pletion by combining both greedy and global optimization strategies based on a
pyramidal representation of the image [13]. The use of pyramidal representation
is twofold: first it allows accounting for the multi-scale characteristics of the HVS;
second it offers a good way to accelerate the completion process. It is worth noticing
that a perceptual pyramidal representation [16] would be better but at the expense
of increased computational complexity.

The proposal is directed by the observation that the human visual system is more
sensitive to salient structures being stable and repetitive at different scales. Also, a
hierarchical completion is a suitable solution for preserving high frequency compo-
nents in a visually plausible way, and thus generates high-quality outputs. Namely,
a top-down completion is implemented from top level (the lowest resolution) to the
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bottom level (the original resolution). A greedy algorithm is applied for the lowest
resolution to complete the damaged regions and create a good initialization account-
ing for the human perception for the next level. At each higher level, a relation map,
called shift-map, is interpolated from adjacently lower level and then optimized by a
global optimization algorithm, i.e. multi-label graph-cuts [12, 14]. Experimental re-
sults highlight a noticeable improvement in both implementation performance and
quality of the inpainted image. To affirm the performance of our implementation,
the running time is calculated in comparison with some typical inpainting methods.
To confirm the quality of our results, the viewer can visually evaluate outputs of in-
painting approaches in conjunction with some objective inpainting quality metrics
[17, 18].

The rest of the paper is organized as follows. More details of our framework are
introduced in section 2. Section 3 is dedicated to experimental results and compari-
son with the state-of-the-art methods. Finally, this paper ends with some conclusions
and future works.

2 Our Proposal

The inpainting problem could be considered as an optimal graph labeling where
a shift-map represents the selected label for each unknown pixels and it could be
solved by optimizing an energy function using multi-label graph cuts. Because an
unknown pixel in the damaged regions could originate from any pixel in the source
regions, the global optimization strategies can be computationally infeasible. More-
over, they consider fairly possible label assignments but this does not fit with human
perception. In term of inpainting quality, fair assignments may lead to unexpected
bias for optimization. In terms of speed, a huge label set requires high computational
load.

Our method is designed to overcome these limitations. In order to reduce the
memory and computational requirements, a hierarchical approach for optimizing the
graph labeling is developed. This hierarchy could provide enough-good results for
inpainting problem, even though optimality cannot be guaranteed. In order to take
into account human perception, a greedy strategy is applied at the lowest resolution
to generate a suitable initialization for the next pyramidal levels. The priority of
greedy strategy is designed based on the salient structures considered as one of the
most important features for the HVS. An algorithmic description of our framework
is given in the Fig. 1.

For details, some notations that are similar to those in paper [7] are adopted. The
whole image domain, I, is composed of two disjoint regions: the inpainting region
(or target region) Ω , and the source region Φ (Φ = I−Ω ). According to the above
idea, a set of images G0,G1, ...,GN with various levels of details is generated using
pyramidal operators, where G0 = I is the input or original image [13]. The inpainting
regions are also reduced to the eliminated areas level by level.
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Fig. 1 Our scheme

2.1 Lowest Level Completion

In order to take into account HVS properties, a greedy strategy is applied for the
lowest resolution. In our framework, an extension of [7] is developed to complete
the reduced inpainting image. The algorithm for a single resolution image repeats
the following steps (Fig. 2):

1. Initialization: Identify inpaiting boundary, δΩ . If there is no pixel on the bound-
ary, the algorithm is terminated.

2. Priority estimation: Compute the priority, P(p), for all pixels on boundary, p ∈
δΩ and select randomly a pixel p with the highest priority.

3. Patch match: Find the patch or window Ψq that is most similar to Ψp thus mini-
mizing mean squared error with existing pixels.

4. Patch filling: Fill the missing information in patch Ψp by copying the corre-
sponding pixels from patch Ψq.

5. Update: Update the shift-map, SMN , defining the relation between filled pixels
and their sources and return to the step 1 for next iteration.

In this strategy, a good priority definition is very important because a decision
taken based on it could not be changed anymore. Many models for priority have
been proposed in the literature [5, 6, 7, 8, 9]. In this work, we used the priority
model proposed in [7], namely window-based priority, which is more robust than the
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a. Priority estimation b. Patch match c. Inpaint d. Shift definition

Fig. 2 The greedy strategy

others. After inpainting the image at the lowest resolution, a complete shift-map is
generated and used as an initialization for the completion of next levels.

2.2 Higher Level Completion

Since the principle of inpainting is to fill in unknown pixels (p(xp,yp) ∈ Ω ) using
the most plausible source pixels (q(xq,yq) ∈Φ), a relationship between them needs
to be defined. This relation can be characterized by a shift-map determining an offset
from known pixel to unknown one for each coordinate in the image (Fig. 3b). The
shift-map can be formulated by eq. (1). Then the output pixel O(p) is derived from
the input pixel I(p+ SM(p)).

SM(p) =

{
(�x,�y) p(x,y) ∈Ω
(0,0) otherwise

(1)

The naturalness of the resulting image is one of the most important issue of in-
painting. Therefore, the used shift-map has to comply with such a requirement. In
[12], authors proposed a solution to evaluate the shift-map by designing an energy
function and optimizing it by a graph-cut algorithm. The energy function is defined
as follows:

EM = α ∑
p∈Ω

Ed(SM(p))+ (1−α) ∑
(p,q)∈NB

Es(SM(p),SM(q)) (2)

Where Ed is a data term providing external requirements and Es is a smoothness
term defined over a set of neighboring pixels, NB. α is a user defined weight balanc-
ing the two terms fixed to α = 0.5 in our case. Once the graph and energy function
are given, the shift-map labeling is computed using multi-label graph-cuts algorithm
[14, 15].

2.2.1 A. Data Term

The data term Ed is used to include external constraints. Because the unknown pixels
are filled thanks to the known ones, the data term assumes that no pixels in the hole
are used in the output image. The detail of the data term is given by Eq. (3):
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(a) An original image (b) An offset (c) Data term (d) Smoothness term

Fig. 3 Algorithm Operators

Ed(SM(p)) =

{
∞ (x+�x,y+�y)∈Ω
0 otherwise

(3)

In some cases, the specific pixels in the input image can be forced to appear or
disappear in the output image by setting Ed = ∞. For example, saliency map can be
used to weight the data term. Therefore, a pixel with a high saliency value should
be kept and a pixel with a low saliency value should be removed (Fig. 3c).

2.2.2 B. Smoothness Term

The smoothness term represents discontinuity between two neighbor pixels
p(xp,yp) and q(xq,yq). In paper [12], the authors proposed an effective formula
for smoothness term which takes into account both color differences and gradient
differences between corresponding spatial neighbors in the output image and in the
input image to create good stitching. This treatment is represented as eq. (4) (Fig.
3d):

Es(SM(p),SM(q)) =

{
0 SM(p) = SM(q)

β δM(SM(p))+ γδG(SM(p)) otherwise
(4)

where β and γ are weights balancing these two terms, set to β = 1, γ = 2 in our
experiment. δM and δG denote the differences of magnitude and gradient and they
are defined as the follows:

δM(SM(p)) = ||I(np′)− I(q′)||+ ||I(nq′)− I(p′)||
δG(SM(p)) = ||∇I(np′)−∇I(q′)||+ ||∇I(nq′)−∇I(p′)|| (5)

where, I and ∇I are the magnitude and gradient at these locations. p′ = p+ SM(p)
and q′ = q+SM(q) are locations used to fill pixels p and q, respectively. np′ and nq′
are two 4-connected neighbors of p′ and q′, respectively (Fig. 3d).



A Hierarchical Approach for High-Quality and Fast Image Completion 17

2.3 Shift-Map Interpolation

A full shift-map is first inferred from a completion at the lowest level of pyramid.
Then it is interpolated to higher resolutions using a nearest neighbor interpolation,
and the shift-map values are doubled to match the higher image resolution.

At the higher level, only small shifts relative to the initial guess are examined. It
means that only some parent neighbors are considered instead of all possible labels.
In our implementation, the shift relative for each coordinate varies in range [-a, a],
so it takes (2a+ 1)2 labels for both direction. It is important to note that the data
and smoothness terms are always computed with respect to the actual shifts and not
to the labels (Fig. 4).

(a) Image gaussian pyramid (b) Interpolation between two adjacent levels

Fig. 4 Interpolation of Shift-Map

3 Experimental Results

This section is dedicated to the study of performance of the proposed algorithm
using some typical real images that cover several major challenges for inpainting.
In order to try and cover all inpainting methods would be infeasible. For the sake
of comparison with literature, three inpainting methods corresponding to algorithms
proposed by A. Criminisi et al [5] and T. T. Dang et al [7] for greedy strategy and
Y. Pritch et al [12] for global optimization strategy have been implemented. Five
images, given on Fig. 6 were chosen for this experiment (including bungee (206×
308), angle (300×252), silenus (256×480), boat (300×225) and seaman (300×
218)).

Figure 6 illustrates the results obtained with the proposed approach in compari-
son to the others. Fig. 6a gives images to be inpainted where damaged areas cover
respectively 12.6%, 5.83%, 7.74%, 10.73% and 14.87% of the whole image.
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To evaluate the quality of inpainting output, some objective inpainted image qual-
ity metrics [17, 18] are considered and the metric in [18] is developed because all
used images in our experiment are color. The metric values are shown in the table 1
and compared more visually in figure 5.

Table 1 The inpainted image quality metrics

Image bungee angle silenus boat seaman
Size (206× 308) (300× 252) (256× 480) (300× 225) (300× 218)

Damaged Area 12.6% 5.83% 7.74% 10.73% 14.87%
A. Criminisi [5] 0.0685 0.0817 0.0358 0.061 0.0449
T. T. Dang [7] 0.1157 0.0898 0.0407 0.065 0.0572
Y. Pritch [12] 0.0343 0.0805 0.0289 0.0597 0.0407
Our proposal 0.107 0.087 0.0407 0.069 0.0592

Fig. 5 A chart of quality performance

The performance of the proposed approach is quantitatively evaluated by imple-
mentation time in comparison with the other approaches. In order to avoid bias,
all approaches are programmed by the same programming language, C/C++ pro-
gramming language, and implemented on the same PC with the configuration of
Intel Core i5, 2.8GHz CPU and 4GB RAM. The running time in seconds of each
methods is given in table 2 and shown visually in figure 7. As it can be seen from
these results, our method provides an acceptable visual quality, often outperforming
the others, with a much faster implementation. Indeed, visual inspection of results
shows that the completion performed by our approach looks more natural and more
coherent than the other approaches.
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Fig. 6 The experimental results. (a) Image to be inpainted; The outputs when using the meth-
ods in (b) [5]; (c) [12]; (d) [7]; (e) our proposal.

Table 2 Computational time (in second) for implemented approaches and the set of used
images

Image bungee angle silenus boat seaman
Size (206× 308) (300× 252) (256× 480) (300× 225) (300× 218)

Damaged Area 12.6% 5.83% 7.74% 10.73% 14.87%
A. Criminisi [5] 16.30 8.20 38.29 24.54 27.31
T. T. Dang [7] 15.92 16.36 63.18 50.18 55.16
Y. Pritch [12] 35.39 13.24 57.68 21.18 15.50
Our proposal 3.32 5.81 7.53 7.25 5.97
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Fig. 7 A chart of implementation performance

4 Conclusions

In this paper, a novel framework of image completion is introduced by combining
both greedy and global optimization strategies based on a pyramidal representation
of the image. The greedy strategy is applied at the lowest resolution in order to gen-
erate a good initialization accounting for human perception. At higher resolutions,
the shift map is refined by a global optimization algorithm and multi-label graph-
cuts. A comparison with some representative approaches from literature belonging
to the second group (i.e. global optimization) is carried out and results show that
our approach not only produces better quality of output images but also implements
noticeably faster.

The obtained results are very encouraging and a more thorough evaluation proce-
dure, including both objective and subjective evaluation, will be engaged as a future
work. Computational complexity issues will be also addressed.
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The Un-normalized Graph p-Laplacian Based
Semi-supervised Learning Method and Protein
Function Prediction Problem

Loc Tran

Abstract. Protein function prediction is a fundamental problem in modern biol-
ogy. In this paper, we present the un-normalized graph p-Laplacian semi-supervised
learning methods. These methods will be applied to the protein network constructed
from the gene expression data to predict the functions of all proteins in the net-
work. These methods are based on the assumption that the labels of two adjacent
proteins in the network are likely to be the same. The experiments show that that
the un-normalized graph p-Laplacian semi-supervised learning methods are at least
as good as the current state of the art method (the un-normalized graph Laplacian
based semi-supervised learning method) but often lead to better classification accu-
racy performance measures.

1 Introduction

Protein function prediction is the important problem in modern biology. Identifying
the function of proteins by biological experiments is very expensive and hard. Hence
a lot of computational methods have been proposed to infer the functions of the
proteins by using various types of information such as gene expression data and
protein-protein interaction networks [1].

The classical way predicting protein function infers the similarity to function
from sequence homologies among proteins in the databases using sequence simi-
larity algorithms such as FASTA [2] and PSI-BLAST [3]. Next, to predict protein
function, graph which is the natural model of relationship between proteins or genes
can also be employed. This model can be protein-protein interaction network or
gene co-expression network. In this model, the nodes represent proteins or genes
and the edges represent for the possible interactions between nodes. Then, machine
learning methods such as Support Vector Machine [5], Artificial Neural Networks
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[4], un-normalized graph Laplacian based semi-supervised learning method [6], the
symmetric normalized and random walk graph Laplacian based semi-supervised
learning methods [7], or neighbor counting method [8] can be applied to this graph
to infer the functions of un-annotated protein. The neighbor counting method la-
bels the protein with the function that occurs frequently in the protein’s adjacent
nodes in the protein-protein interaction network and hence does not utilized the full
topology of the network. However, the Artificial Neural Networks, Support Vector
Machine, un-normalized, symmetric normalized and random walk graph Laplacian
based semi-supervised learning method utilizes the full topology of the network.
The Artificial Neural Networks and Support Vector Machine are all supervised
learning methods. The neighbor counting method, the Artificial Neural Networks,
and the three graph Laplacian based semi-supervised learning methods are all based
on the assumption that the labels of two adjacent proteins in graph are likely to be
the same. However, SVM do not rely on this assumption. Unlike graphs used in
neighbor counting method, Artificial Neural Networks, and the three graph Lapla-
cian based semi-supervised learning methods are very sparse, the graph (i.e. kernel)
used in SVM is fully-connected.

The Artificial Neural Networks method is applied to the single protein-protein
interaction network. However, the SVM method and three graph Laplacian based
semi-supervised learning methods try to use weighted combination of multiple net-
works (i.e. kernels) such as gene co-expression network and protein-protein interac-
tion network to improve the accuracy performance measures. [5] (SVM method)
determines the optimal weighted combination of networks by solving the semi-
definite problem. [6] (un-normalized graph Laplacian based semi-supervised learn-
ing method) uses a dual problem and gradient descent to determine the weighted
combination of networks. [7] uses the integrated network combined with equal
weights, i.e. without optimization due to the integrated network combined with op-
timized weights has similar performance to the integrated network combined with
equal weights and the high time complexity of optimization methods.

The un-normalized, symmetric normalized, and random walk graph Laplacian
based semi-supervised learning methods are developed based on the assumption
that the labels of two adjacent proteins or genes in the network are likely to be the
same [6]. Hence this assumption can be interpreted as pairs of genes showing a
similar pattern of expression and thus sharing edges in a gene co-expression net-
work tend to have similar function. In [9], the single gene expression data is used
for protein function prediction problem. However, assuming the pairwise relation-
ship between proteins or genes is not complete, the information a group of genes
that show very similar patterns of expression and tend to have similar functions [12]
(i.e. the functional modules) is missed. The natural way overcoming the information
loss of the above assumption is to represent the gene expression data as the hyper-
graph [10,11]. A hypergraph is a graph in which an edge (i.e. a hyper-edge) can
connect more than two vertices. In [9], the un-normalized, random walk, and sym-
metric normalized hypergraph Laplacian based semi-supervised learning methods
have been developed and successfully outperform the un-normalized, symmetric
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normalized, and random walk graph Laplacian based semi-supervised learning
methods in protein function prediction problem.

In [13,14], the symmetric normalized graph p-Laplacian based semi-supervised
learning method has been developed but has not been applied to any practical appli-
cations. To the best of my knowledge, the un-normalized graph p-Laplacian based
semi-supervised learning method has not yet been developed and obviously has not
been applied to protein function prediction problem. This method is worth inves-
tigated because of its difficult nature and its close connection to partial differen-
tial equation on graph field. Specifically, in this paper, the un-normalized graph
p-Laplacian based semi-supervised learning method will be developed based on the
un-normalized graph p-Laplacian operator definition such as the curvature operator
of graph (i.e. the un-normalized graph 1-Laplacian operator). Please note that the
un-normalized graph p-Laplacian based semi-supervised learning method is devel-
oped based on the assumption that the labels of two adjacent proteins or genes in
the network are likely to be the same [6].

We will organize the paper as follows: Section 2 will introduce the preliminary
notations and definitions used in this paper. Section 3 will introduce the definition
of the gradient and divergence operators of graphs. Section 4 will introduce the def-
inition of Laplace operator of graphs and its properties. Section 5 will introduce the
definition of the curvature operator of graphs and its properties. Section 6 will intro-
duce the definition of the p-Laplace operator of graphs and its properties. Section 7
will show how to derive the algorithm of the un-normalized graph p-Laplacian based
semi-supervised learning method from regularization framework. In section 8, we
will compare the accuracy performance measures of the un-normalized graph Lapla-
cian based semi-supervised learning algorithm (i.e. the current state of art method
applied to protein function prediction problem) and the un-normalized graph p-
Laplacian based semi-supervised learning algorithms. Section 9 will conclude this
paper and the future direction of researches of other practical applications in bioin-
formatics utilizing discrete operator of graph will be discussed.

2 Preliminary Notations and Definitions

Given a graph G=(V,E,W) where V is a set of vertices with |V | = n, E ⊆ V ∗V is a
set of edges and W is a n ∗ n similarity matrix with elements wi j > 0 (1 ≤ i, j ≤ n).

Also, please note that wi j = wji.
The degree function d : V → R+ is

di = ∑
j∼i

wi j , (1)

where j ∼ i is the set of vertices adjacent with i.
Define D = diag(d1,d2, . . . ,dn).
The inner product on the function space RV is

< f ,g >V = ∑
i∈V

figi (2)
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Also define an inner product on the space of functions RE on the edges

< F,G >E = ∑
(i, j)∈E

Fi jGi j (3)

Here let H (V ) = (RV ,< ., . >V ) and H (E) = (RE ,< ., . >E) be the Hilbert space
real-valued functions defined on the vertices of the graph G and the Hilbert space of
real-valued functions defined in the edges of G respectively.

3 Gradient and Divergence Operators

We define the gradient operator d : H (V )→ H(E) to be

(d f )i j =
√

wi j( f j − fi), (4)

where f : V → R be a function of H(V ).
We define the divergence operator div : H (E)→H(V ) to be

< d f ,F >H(E) =< f ,−divF >H(V ), (5)

where f ∈H (V ) ,F ∈H(E)
Next, we need to prove that

(divF) j = ∑
i∼ j

√
wi j(Fji−Fi j)

Proof:
< d f ,F >= ∑

(i, j)∈E

d f i jFi j

= ∑
(i, j)∈E

√
wi j( f j − fi)Fi j

= ∑
(i, j)∈E

√
wi j f jFi j− ∑

(i, j)∈E

√
wi j fiFi j

= ∑
k∈V

∑
i∼k

√
wik fkFik− ∑

k∈V
∑
j∼k

√
wk j fkFk j

= ∑
k∈V

fk(∑
i∼k

√
wikFik−∑

i∼k

√
wkiFki)

= ∑
k∈V

fk ∑
i∼k

√
wik(Fik−Fki)

Thus, we have
(divF) j = ∑

i∼ j

√
wi j(Fji−Fi j) (6)
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4 Laplace Operator

We define the Laplace operator� : H (V )→H(V ) to be

� f =−1
2

div(d f ) (7)

Next, we compute

(� f ) j =
1
2 ∑

i∼ j

√
wi j((d f )i j− (d f ) ji)

=
1
2 ∑

i∼ j

√
wi j(

√
wi j ( f j − fi)−√wi j ( fi− f j))

= ∑
i∼ j

wi j( f j − fi)

= ∑
i∼ j

wi j f j −∑
i∼ j

wi j fi

= d j f j −∑
i∼ j

wi j fi

Thus, we have
(� f ) j = d j f j −∑

i∼ j

wi j fi (8)

The graph Laplacian is a linear operator. Furthermore, the graph Laplacian is
self-adjoint and positive semi-definite.

Let S2 ( f ) =<� f , f >, we have the following theorem 1

D f S2 = 2� f (9)

The proof of the above theorem can be found from [13,14].

5 Curvature Operator

We define the curvature operator κ : H (V )→ H(V ) to be

κ f =−1
2

div(
d f
||d f || ) (10)

Next, we compute

(κ f ) j =
1
2 ∑

i∼ j

√
wi j((

d f
||d f || )i j

− (
d f
||d f ||) ji

)
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=
1
2 ∑

i∼ j

√
wi j(

1
‖di f‖

√
wi j( f j − fi)− 1∥∥d j f

∥∥√wi j( fi− f j))

=
1
2 ∑

i∼ j
wi j(

1
‖di f‖ +

1∥∥d j f
∥∥ )( f j − fi)

Thus, we have

(κ f ) j =
1
2 ∑

i∼ j
wi j(

1
‖di f‖ +

1∥∥d j f
∥∥ )( f j − fi) (11)

From the above formula, we have

di f = ((d f )i j : j ∼ i)T (12)

The local variation of f at i is defined to be

‖di f‖=
√

∑
j∼i

(d f )2
i j =

√
∑
j∼i

wi j( f j − fi)
2 (13)

To avoid the zero denominators in (11), the local variation of f at i is defined to
be

‖di f‖=
√

∑
j∼i

(d f )2
i j+?, (14)

where ? = 10−10.
The graph curvature is a non-linear operator.
Let S1 ( f ) = ∑i ‖di f‖, we have the following theorem 2

D f S1 = κ f (15)

The proof of the above theorem can be found from [13,14].

6 p-Laplace Operator

We define the p-Laplace operator�p : H (V )→ H(V ) to be

�p f =−1
2

div(‖d f‖p−2d f ) (16)

Clearly, �1 = κ and �2 =�. Next, we compute

(�p f ) j =
1
2 ∑

i∼ j

√
wi j(‖d f‖p−2d f i j −‖d f‖p−2d f ji)

=
1
2 ∑

i∼ j

√
wi j(‖di f‖p−2√wi j ( f j − fi)−

∥∥d j f
∥∥p−2√

wi j( fi− f j))
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=
1
2 ∑

i∼ j
wi j(‖di f‖p−2 +

∥∥d j f
∥∥p−2

)( f j − fi)

Thus, we have

(�p f ) j =
1
2 ∑

i∼ j

wi j(‖di f‖p−2 +
∥∥d j f

∥∥p−2
)( f j − fi) (17)

Let Sp ( f ) = 1
p ∑i ‖di f‖p, we have the following theorem 3

D f Sp = p�p f (18)

7 Discrete Regularization on Graphs and Protein Function
Classification Problems

Given a protein network G=(V,E). V is the set of all proteins in the network and E
is the set of all possible interactions between these proteins. Let y denote the initial
function in H(V). yi can be defined as follows

yi =

⎧⎨
⎩

1 i f protein i belongs to the f unctional class
−1 i f protein i does not belong to the f unctional class

0 otherwise

Our goal is to look for an estimated function f in H(V) such that f is not only
smooth on G but also close enough to an initial function y. Then each protein i is
classified as sign( fi). This concept can be formulated as the following optimization
problem

argmin f∈H(V ){Sp ( f )+
μ
2
‖ f − y‖2} (19)

The first term in (19) is the smoothness term. The second term is the fitting term.
A positive parameter μ captures the trade-off between these two competing terms.

7.I) 2-smoothness
When p=2, the optimization problem (19) is

argminf∈H(V ){
1
2 ∑

i

‖di f‖2 +
μ
2
‖ f − y‖2} (20)

By theorem 1, we have
Theorem 4: The solution of (20) satisfies

� f + μ ( f − y) = 0 (21)

Since � is a linear operator, the closed form solution of (21) is

f = μ(�+ μI)−1y, (22)
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Where I is the identity operator and �= D−W . (22) is the algorithm proposed
by [6].

7.II) 1-smoothness
When p=1, the optimization problem (19) is

argmin f∈H(V ){∑
i
‖di f‖+ μ

2
‖ f − y‖2}, (23)

By theorem 2, we have
Theorem 5: The solution of (23) satisfies

κ f + μ ( f − y) = 0, (24)

The curvature κ is a non-linear operator; hence we do not have the closed form
solution of equation (24). Thus, we have to construct iterative algorithm to obtain
the solution. From (24), we have

1
2 ∑

i∼ j
wi j

(
1

‖di f‖ +
1∥∥d j f

∥∥
)
( f j − fi)+ μ ( f j − y j) = 0 (25)

Define the function m : E → R by

mi j =
1
2

wi j(
1

‖di f‖ +
1∥∥d j f

∥∥ ) (26)

Then (25)

∑
i∼ j

mi j ( f j − fi)+ μ ( f j − y j) = 0

can be transformed into(
∑
i∼ j

mi j + μ

)
f j = ∑

i∼ j
mi j fi + μy j (27)

Define the function p : E → R by

pi j =

{ mi j

∑i∼ j mi j+μ i f i �= j
μ

∑i∼ j mi j+μ i f i = j
(28)

Then
f j = ∑

i∼ j

pi j fi + p j jy j (29)

Thus we can consider the iteration

f (t+1)
j = ∑i∼ j p(t)i j f (t)i + p(t)j j y j for all j ∈V

to obtain the solution of (23).
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7.III) p-smoothness
For any number p, the optimization problem (19) is

argmin f∈H(V ){
1
p ∑

i

‖di f‖p +
μ
2
‖ f − y‖2}, (30)

By theorem 3, we have
Theorem 6: The solution of (30) satisfies

�p f + μ ( f − y) = 0, (31)

The p-Laplace operator is a non-linear operator; hence we do not have the closed
form solution of equation (31). Thus, we have to construct iterative algorithm to
obtain the solution. From (31), we have

1
2 ∑

i∼ j
wi j

(
‖di f‖p−2 +

∥∥d j f
∥∥p−2

)
( f j − fi)+ μ ( f j − y j) = 0 (32)

Define the function m : E → R by

mi j =
1
2

wi j(‖di f‖p−2 +
∥∥d j f

∥∥p−2
) (33)

Then equation (32) which is

∑
i∼ j

mi j ( f j − fi)+ μ ( f j − y j) = 0

can be transformed into(
∑
i∼ j

mi j + μ

)
f j = ∑

i∼ j
mi j fi + μy j (34)

Define the function p : E → R by

pi j =

{ mi j

∑i∼ j mi j+μ i f i �= j
μ

∑i∼ j mi j+μ i f i = j
(35)

Then
f j = ∑

i∼ j
pi j fi + p j jy j (36)

Thus we can consider the iteration

f (t+1)
j = ∑i∼ j p(t)i j f (t)i + p(t)j j y j for all j ∈V

to obtain the solution of (30).
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8 Experiments and Results

8.1 Datasets

In this paper, we use the dataset available from [9,15] and the references therein.
This dataset contains the gene expression data measuring the expression of 4062
S. cerevisiae genes under the set of 215 titration experiments. These proteins are
annotated with 138 GO Biological Process functions. In the other words, we are
given gene expression data (R4062∗215) matrix and the annotation (i.e. the label) ma-
trix (R4062∗138). We filtered the datasets to include only those GO functions that had
at least 150 proteins and at most 200 proteins. This resulted in a dataset contain-
ing 1152 proteins annotated with seven different GO Biological Process functions.
Seven GO Biological Process functions are

1. Alcohol metabolic process
2. Proteolysis
3. Mitochondrion organization
4. Cell wall organization
5. rRNA metabolic process
6. Negative regulation of transcription, DNA-dependent, and
7. Cofactor metabolic process.

We refer to this dataset as yeast. There are three ways to construct the similarity
graph from the gene expression data:

1. The ε-neighborhood graph: Connect all genes whose pairwise distances are
smaller than ε .

2. k-nearest neighbor graph: Gene i is connected with gene j if gene i is among the
k-nearest neighbor of gene j or gene j is among the k-nearest neighbor of gene
i.

3. The fully connected graph: All genes are connected.

In this paper, the similarity function is the Gaussian similarity function

s(G(i, :) ,G( j, :) = e−
d(G(i,:),G( j,:))

t

In this paper, t is set to 1.25 and the 3-nearest neighbor graph is used to construct
the similarity graph from yeast.

8.2 Experiments

In this section, we experiment with the above proposed un-normalized graph
p-Laplacian methods with p=1, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9 and the
current state of the art method (i.e. the un-normalized graph Laplacian based semi-
supervised learning method p=2) in terms of classification accuracy performance
measure. The accuracy performance measure Q is given as follows
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Q =
True Positive+True Negative

True Positive+True Negative+False Positive+False Negative

All experiments were implemented in Matlab 6.5 on virtual machine. The three-
fold cross validation is used to compute the average accuracy performance measures
of all methods used in this paper. The parameter μ is set to 1.

The accuracy performance measures of the above proposed methods and the cur-
rent state of the art method is given in the following table 1.

Table 1 The comparison of accuracies of proposed methods with different p-values

Functional
classes

1 2 3 4 5 6 7

Accuracy
Perfor-
mance
Mea-
sures
(%)

p=1 86.20 84.64 84.72 83.94 92.71 85.16 86.72

p=1.1 86.11 84.03 84.72 83.59 92.53 84.81 86.46
p=1.2 85.94 84.03 84.72 83.68 92.62 84.72 86.46
p=1.3 85.50 82.12 83.25 82.38 92.27 83.42 85.50
p=1.4 85.59 83.25 84.11 82.90 92.88 84.64 86.28
p=1.5 85.50 82.90 83.77 82.73 92.80 84.38 86.11
p=1.6 85.42 82.64 83.68 82.64 92.88 83.94 85.94
p=1.7 85.42 82.29 83.33 82.47 92.62 83.85 85.85
p=1.8 85.42 82.12 83.33 82.55 92.53 83.51 85.59
p=1.9 85.24 82.12 83.07 82.47 92.27 83.51 85.42
p=2
(i.e.
the
current
state of
the art
method)

85.50 82.12 83.25 82.38 92.27 83.42 85.50

From the above table, we easily recognized that the un-normalized graph 1-
Laplacian semi-supervised learning method outperform other proposed methods
and the current state of art method. The results from the above table shows that
the un-normalized graph p-Laplacian semi-supervised learning methods are at least
as good as the current state of the art method (p=2) but often lead to better classifi-
cation accuracy performance measures.
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9 Conclusions

We have developed the detailed regularization frameworks for the un-normalized
graph p-Laplacian semi-supervised learning methods applying to protein function
prediction problem. Experiments show that the un-normalized graph p-Laplacian
semi-supervised learning methods are at least as good as the current state of the art
method (i.e. p=2) but often lead to significant better classification accuracy perfor-
mance measures.

Moreover, these un-normalized graph p-Laplacian semi-supervised learning
methods can not only be used in classification problem but also in ranking problem.
In specific, given a set of genes (i.e. the queries) making up a protein complex/-
pathways or given a set of genes (i.e. the queries) involved in a specific disease (for
e.g. leukemia), these methods can also be used to find more potential members of
the complex/pathway or more genes involved in the same disease by ranking genes
in gene co-expression network (derived from gene expression data) or the protein-
protein interaction network or the integrated network of them. The genes with the
highest rank then will be selected and then checked by biologist experts to see if
the extended genes in fact belong to the same complex/pathway or are involved
in the same disease. These problems are also called complex/pathway membership
determination and biomarker discovery in cancer classification.
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On Horn Knowledge Bases in
Regular Description Logic with Inverse

Linh Anh Nguyen, Thi-Bich-Loc Nguyen, and Andrzej Szałas

Abstract. We study a Horn fragment called Horn-RegI of the regular description
logic with inverse RegI , which extends the description logic A L C with inverse
roles and regular role inclusion axioms characterized by finite automata. In contrast
to the well-known Horn fragments E L , DL-Lite, DLP, Horn-S H I Q and Horn-
S ROI Q of description logics, Horn-RegI allows a form of the concept construc-
tor “universal restriction” to appear at the left hand side of terminological inclusion
axioms, while still has PTIME data complexity. Namely, a universal restriction can
be used in such places in conjunction with the corresponding existential restriction.
We provide an algorithm with PTIME data complexity for checking satisfiability of
Horn-RegI knowledge bases.

1 Introduction

Description logics (DLs) are variants of modal logics suitable for expressing termi-
nological knowledge. They represent the domain of interest in terms of individuals
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(objects), concepts and roles. A concept stands for a set of individuals, a role stands
for a binary relation between individuals. The DL S ROI Q [8] founds the logical
base of the Web Ontology Language OWL 2, which was recommended by W3C as
a layer for the architecture of the Semantic Web.

As reasoning in S ROI Q has a very high complexity, W3C also recommended
the profiles OWL 2 EL, OWL 2 QL and OWL 2 RL, which are based on the families
of DLs E L [1, 2], DL-Lite [4] and DLP [6]. These families of DLs are monotonic
rule languages enjoying PTIME data complexity. They are defined by selecting suit-
able Horn fragments of the corresponding full languages with appropriate restric-
tions adopted to eliminate nondeterminism. A number of other Horn fragments of
DLs with PTIME data complexity have also been investigated (see [12] for refer-
ences). The fragments Horn-S H I Q [9] and Horn-S ROI Q [17] are notable,
with considerable rich sets of allowed constructors and features.

To eliminate nondeterminism, all E L [1, 2], DL-Lite [4], DLP [6], Horn-
S H I Q [9] and Horn-S ROI Q [17] disallow (any form of) the universal re-
striction ∀R.C at the left hand side of � in terminological axioms. The problem is
that the general Horn fragment of the basic DL A L C allowing ∀R.C at the left
hand side of � has NP-complete data complexity [11]. Also, roles are not required
to be serial (i.e., satisfying the condition ∀x∃yR(x,y)), which complicates the con-
struction of (logically) least models. For many application domains, the profiles
OWL 2 EL, OWL 2 QL and OWL 2 RL languages and the underlying Horn frag-
ments E L , DL-Lite, DLP seem satisfactory. However, in general, forbidding ∀R.C
at the left hand side of � in terminological axioms is a serious restriction.

In [10] Nguyen introduced the deterministic Horn fragment of A L C , where the
constructor ∀R.C is allowed at the left hand side of � in the combination with ∃R.C
(in the form ∀R.C�∃R.C, denoted by ∀∃R.C [3]). He proved that such a fragment
has PTIME data complexity by providing a bottom-up method for constructing a
(logically) least model for a given deterministic positive knowledge base in the re-
stricted language. In [11] Nguyen applied the method of [10] to regular DL Reg,
which extends A L C with regular role inclusion axioms characterized by finite au-
tomata. Let us denote the Horn fragment of Reg that allows the constructor ∀∃R.C
at the left hand side of � by Horn-Reg. As not every positive Horn-Reg knowl-
edge base has a (logically) least model, Nguyen [11] proposed to approximate the
instance checking problem in Horn-Reg by using its weakenings with PTIME data
complexity.

The works [10, 11] found a starting point for the research concerning the univer-
sal restriction ∀R.C at the left hand side of� in terminological axioms guaranteeing
PTIME data complexity. However, a big challenge is faced: the bottom-up approach
is used, but not every positive Horn-Reg knowledge base has a logically least model.
As a consequence, the work [11] on Horn-Reg is already very complicated and the
problem whether Horn-Reg has PTIME data complexity still remained open.

The goal of our research is to develop a Horn fragment of a DL (and therefore a
rule language for the Semantic Web) that is substantially richer than all well-known
Horn fragments E L , DL-Lite, Horn-Reg, Horn-S H I Q, Horn-S ROI Q as
well as Horn-Reg, while still has PTIME data complexity. Recently, we have


