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Preface

I do not know what I may appear to the world, but to
myself I seem to have been only like a boy playing
on the sea-shore, and diverting myself in now and
then finding a smoother pebble or a prettier shell
than ordinary, whilst the great ocean of truth lay all
undiscovered before me.

Isaac Newton

In this sense, this handbook may help us to dis-
cover a small bay in the ocean of truth and may slightly
improve our insight into geographic information.

It has been almost 50 years since the phrase ge-
ographic information system was coined in the early
1960s. Geographers recognized the need for automa-
tion of detail-oriented processing, and computers had
matured enough to handle rudimentary models of ge-
ographic phenomena. In the early days, geographic
information systems were operated mostly in the
purview of national governments and universities. As
processing power and model complexity grew and the
cost of memory storage dropped, GIS spread slowly be-
yond governments into many disciplines and the private
sector. Since the turn of the century, GIS has continued
to grow rapidly, and with the advent of the Internet it is
now used every day by the average person in all walks
of life.

As a typical cross-sectional science, geographic in-
formation supports many other subject areas regarding
their spatial component. The diversity of geographic in-
formation is often overlooked; one of the goals of this
handbook is to demonstrate this variety of applications.
They range from classical subjects such as cartogra-
phy and photogrammetry through modern fields such
as Internet-based Earth browsers to specialized systems
for agriculture or health services, to mention just two.

Often the term geoinformatics is used in place
of geographic information science. This is deliber-
ate, because the international standardization committee
considers geographic information a specialization of
information technology. Consequently, formerly pre-
vailing paradigms have been pushed back. Cartography
is no longer primarily an engineering art. Data capture
from aerial and satellite imagery is not just precision
engineering, optics, and applied mathematics. Property
cadastre is not exclusively measuring art and legislation.

Wolfgang Kresse

David M. Danko

This new philosophy is also applied
in information technology, in partic-
ular the Internet, in the form of static
and mobile technologies, databases,
and combinations of components
from computer science. This hand-
book is concerned with explaining
this common ground. ISO and Open
Geospatial Consortium (OGC) stan-
dards are referenced in many chap-
ters as an important foundation
for geographic information applica-
tions.

The handbook is subdivided into
three parts: Basics and Computer
Science, Geographic Information,
and Applications. Though the struc-
ture may be quite clear, not every
topic can be indisputably allocated
to one of these three parts.

As an introduction, the book
begins in its first part with a chap-
ter about modeling. In many other
chapters, partial aspects of geo-
graphic information are linked to
the basics of information technol-
ogy, e.g., in the chapters on en-
coding, security, registries, and last
but not least metadata. The chapters about data min-
ing/knowledge discovery and the geospatial semantic
web illuminate developments of information technol-
ogy that are essential for spatial data, often character-
ized by huge data volumes as well as multicultural and
multilinguistic environments, albeit not yet fully mature
for application.

The second part addresses the specific foundations
of geographic information, starting with Chap. 6, which
gives a short textbook guide to geographic information.
The subsequent chapters present geodesy and coordi-
nate reference systems, data capture (from remote to
indoor sensing), geometry, and cartography/portrayal.

Out of the multiplicity of applications, only a lim-
ited number of typical cases can be presented in the
third part of the book. However, the selection focuses
on the broad range of the field and stimulates the reader
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to reach a better understanding and perhaps some new
ideas.

The authors, from all parts of the world, con-
vey their distinctive perspectives on the same large
field of geographic information. While in Europe geo-
graphic information is driven by the legislative and
organizational framework, regarding property cadastre
and planning in particular, in other parts of the world
it is more technology driven, as seen in ubiquitous
GIS.

The development of applications extends from pro-
prietary systems to the open-source community. The
handbook allows for both. The large software vendors
continue to play a predominant role in governmental
systems and/or demanding developments, as illustrated
in the chapters on marine GIS and hydrography, en-
ergy suppliers, and defense. In contrast, the open-source
concept carries a particular charm and has released
a lot of new power, also in geographic information;
the open-source concept is presented in its own chap-
ter, as well as in the chapters on web mapping and
environmental modeling. Geology, which has always
been a driving force for development in cartogra-
phy and geographic information, is relevant today
to both administrative systems and the open-source
world.

Access to the Internet via cellphone networks has
widely abolished the distinction between static and
mobile applications. Mobile applications mainly differ
from static ones by their specific tasks. This topic is ad-
dressed in the chapters on location-based services and
GIS in transportation.

Economically relevant applications are fully devel-
oped and in daily operation, but only because they were
preceded by research activities such as those covered in
the chapters on topics such as change detection, move-
ment patterns, and marine GIS, with a focus on marine
ecology.

What is the distinction between a textbook and
a handbook? A handbook is like a collection of many
short textbooks. Every chapter conveys a good and com-
plete summary of a subject area. The authors have solved
their tasks in different ways. Some of them have pre-
pared the subject like a tutorial helping to understand
a lecture. An example is Chap. 2 on positional accuracy
improvement, which includes an introduction to adjust-
ment theory. Other authors explain the basics, comple-
mented with elaborated examples as, e.g., is done in the
section about spatial databases in Chap. 3. Moreover, the
handbook promotes harmonization of content and ter-
minology, primarily in Chap. 13 about standards. The
comprehensive glossary on all geo-relevant ISO terms
also functions as a reference book.

As described, geographic information is a diversi-
fied subject that resists full documentation in a single
handbook. We hope that our selection of topics re-
flects all important and many typical perspectives, and
that the numerous references to other sources will help
the reader to proceed where coverage by the handbook
ends.

Dezember 2011
Wolfgang Kresse Neubrandenburg
David M. Danko Washington, DC
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SDMKD spatial data mining and knowledge

discovery
SDO Oracle Spatial Data Option
SDSS spatial decision support system
SDTS Spatial Data Transfer Standards
SDV Spatial Data Viewer
SEAMIC Southern and Eastern African Mineral

Centre
SE Symbology Encoding
SFA Simple Features Access
SGML Standard Generalized Markup Language
SGS sequential Gaussian simulation
SGU Sveriges Geologiska Undersökning
SIFT scale invariant feature transform
SI Système International
SLAM simultaneous localization and mapping
SLA shuttle laser altimeter
SLD Styled Layer Descriptor
SLEWS Sensorbased Landslide Early Warning

System
SLR Satellite laser ranging

SLR Side Looking RADAR
SME spatial modeling environment
SMIL Synchronized Multimedia Integration

Language
SNR Signal-to-Noise Ratio
SOAP Simple Object Access Protocol
SOA Service Oriented Architecture
SONAR Sound Navigation and Ranging
SOS Sensor Observation Service
SOTDMA Self-Organizing Time Division Multiple

Access
SPARC Standards Planning and Requirements

Committee
SPARQL SPARQL Protocol and RDF Query

Language
SPOT Satellite pour l’Observation de la Terre
SPP Single Point Positioning
SPS Sensor Planning Service
SQL Structured Query Language
SRID spatial reference identifier
SRS Spatial Reference System
SRTM Shuttle RADAR Topography Mission
SSO Single-Sign-On
STANAG NATO Standardization Agreement
STAR spatiotemporal association rules
STS secure token service
SVG Scalable Vector Graphics
SWAT soil and water assessment tool
SWE Sensor Web Enablement
SWF Shockwave Flash
SWG Standards Working Group
SWIG simplified wrapper and interface

generator
SWMM5 storm water management model
SWT Standard Widget Toolkit
SW swath width

T

TAI International Atomic Time
TCM terrain compensation module
TCP/IP Transmission Control Protocol/Internet

Protocol
TC Technical Committee
TDT temps dynamique terrestre
TEA-21 Transportation Equity Act for the 21st

Century (USA)
TEN tetrahedral network
TICS transport information and control system
TIFF tagged image file format
TIGER Topologically Integrated Geographic

Encoding and Referencing system
TIN Triangulated Irregular Network
TIS Transportation Information System
TJS Table Joining Service
TLM Topographic Line Map
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TLS/SSL Transport Layer Security/Secure Sockets
Layer

TLS terrestrial laser scanning
TMG terminology maintenance group
TMP transverse Mercator projection
TOC table of contents
TOD0 Tactical Ocean Data – level 0
TP-MBR time-parameterized minimum bounding

rectangle
TPC Tactical Pilotage Chart
TPR-tree time parameterized R-tree
TR technical report
TSS Traffic separation scheme
TV Television
TWG thematic working group

U

UAV unmanned aerial vehicle
UBA Umweltbundesamt (German Federal

Environmental Agency)
UBGI Ubiquitous geographic information
UCAR University Corporation for Atmospheric

Research
UCB University of California at Berkeley
UCGIS University Consortium for Geographic

Information Science
UCS Universal Multiple-Octet Coded

Character Set
UDM urban data model
UDT user defined types
UI User Interface
UML Unified Modeling Language
UMN University of Minnesota
UMTS Universal Mobile Telecommunication

System
UN DPKO United Nations Department of

Peacekeeping Operations
UND University of North Dakota
UNECA United Nations Economic Commission

for Africa
UNECE United Nations Economical Commission

for Europe
UNEP United Nations Environment Programme
UNESCO United Nations Educational, Scientific

and Cultural Organization
UNGEGN United Nations Group of Experts on

Geographical Names
UNGIWG United Nations Geographic Information

Working Group
UNSDI United Nations Spatial Data

Infrastructure
UN United Nations
UPA Ubiquitous public access
UPS Universal Polar Stereographic
UPU Universal Postal Union

URI Uniform Resource Identifier
URL Uniform Resource Locator
URN Uniform Resource Name
USACE US Army Corps of Engineers
USAID US Agency for International

Development
USGS United States Geological Survey
UTC universal time coordinated
UTM Universal Transversal Mercator
UT universal time
UVMAP urban vector map
UoD Universe of Discourse

V

VASAB Visions and Strategies around the Baltic
Sea

VB Visual Basic
VCT voluntary counseling and testing
VDOP vertical dilution of precision
VGI Volunteered geographic information
VHF/UHF Very-high-frequency/

ultrahigh-frequency
VHF Very-high-frequency
VII vehicle–infrastructure integration
VLBI Very Long Baseline Interferometry
VMAP vector map
VML Vector Markup Language
VM virtual machine
VNIR Visible/near infrared
VPF vector product format
VPS Vorsorgeplanungssystem
VRF vector relational format
VRM Variable Range Marker
VRT variable rate technology

W

W3C World Wide Web Consortium
WAAS Wide Area Augmentation System
WASP7 water quality analysis simulation

program
WCS Web Coverage Service
WD working draft
WEND World-wide Electronic Navigational

Chart Data Base
WFD Water Framework Directive
WFP United Nations World Food Programme
WFS-T Web Feature Service – Transactional
WFS Web Feature Service
WGS84 World Geodetic System 1984
WG working group
WHO World Health Organization
WKB well known binary
WKT well known text
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WLAN wireless local area networks
WMO World Meteorological Organization
WMS Web Map Server
WMTS Web Map Tile Service
WNS Web Notification Service
WOCE World Ocean Circulation Experiment
WPS Web Processing Service
WP White Paper
WSDL Web Services Description Language
WSMO Web Service Modeling Ontology
WSN wireless sensor network
WS web services
WXXM Weather Information Exchange Model
WebCGM Web Computer Graphics Metafile
Wimax Worldwide Interoperability for

Microwave Access

X

X3D XML-based file format for representing
3D computer graphics

XACML Extensible Access Control Markup
Language

XAML Extensible Application Markup Language
XMI XML metadata language
XML MG XML maintenance group
XML Extensible Markup Language
XMML Exploration and Mining Markup

Language
XSD XML schema document
XSL-FO Extensible Stylesheet Language –

Formatting Objects
XrML extensible rights markup language
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Modeling of G1. Modeling of Geographic Information

Charles Roswell

This chapter describes the methodology for con-
ceptual modeling of geographic information
that is specified in the International Stan-
dards developed by ISO/TC 211. It begins with
a presentation of some general concepts in-
volved in data modeling. This is followed by
a high-level description of the Unified Modeling
Language developed by the Object Management
Group. Next there is a description of the Gen-
eral Feature Model developed by ISO/TC 211 as
a metamodel for the development of application
schemas for geographic information. The chapter
ends the a brief example of such an application
schema.
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1.1 Background

1.1.1 Fundamental Standards

The approach to geographic information modeling de-
scribed in this chapter is that taken by ISO Technical
Committee 211 (ISO/TC 211), Geographic informa-
tion/Geomatics, as described in three international
standards:

• ISO 19101 Geographic information – Reference
model [1.1]• ISO/TS 19103 Geographic information – Concep-
tual schema language [1.2]• ISO 19109 Geographic information – Rules for ap-
plication schema [1.3]

This approach was conditioned by the assumption
that geographic information is fundamentally no differ-

ent from other kinds of information, so that methods
applied across the entire field of information technology
are equally valid for geographic information.

1.1.2 The Modeling Approach

Modeling
ISO/TC 211 defines a model as an abstraction of some
aspects of reality. This chapter concerns the conceptual
data modeling of geographic information. Conceptual
data modeling is a method for understanding concepts
and the relationships between them as well as the way in
which they are represented in data. It is concerned with
representation, however, only at a rather abstract level.
A conceptual data model reaches its limit in specifying
that a concept is represented by an integer or character

Part
A

1



4 Part A Basics and Computer Science

string, for example, unlike a physical data model which
would specify how such things as integers or charac-
ter strings are represented by the bits and bytes internal
to a specific computing platform. Conceptual data mod-
eling is considered to be a critical tool for developing
a common understanding of the meaning of geographic
information. Thus, a discussion of conceptual data mod-
eling is a fundamental element of this Handbook.

Model-Driven Architecture
The TC 211 approach to modeling makes use of some of
the ideas concerning model-driven architecture (MDA)
that have been described in detail by the Object Man-
agement Group [1.4]. The basic MDA concept is that
models can be used not only to understand requirements
and thus assist the process of system design; they can
also drive the implementation, operation, and mainte-
nance of computational systems (see later).

A fundamental concept of MDA is that an appli-
cation can be described independently of the platform
on which it runs. A platform is a set of subsystems
and technologies that provide functionality to support
an application with no concern as to how that function-
ality is implemented. There are three levels of platform
independence:

• A computation-independent model ignores the de-
tails of system structure in order to focus on domain
requirements. For this reason, it is sometimes called
a domain model. ISO 19101 [1.1] provides a domain
model for geographic information.• A platform-independent model ignores platform-
specific implementation details.• A platform-specific model combines the specifica-
tions of the platform-independent model with the
details of how they are implemented on a particu-
lar platform; this may include code for running the
system.

ISO 19119 [1.5] applies the concepts of platform-
independent and platform-specific models to geo-
graphic services.

The MDA concept includes the idea of transform-
ing models, for example, from a platform-independent
model to a platform-specific model. As described in the
next section, ISO 19118 [1.6] applies this to the process
of encoding data for transmission from one system to
another (Chap. 4).

Conceptual Modeling
Conceptual modeling provides a formal structure for
understanding and using data about entities in the real

world. A conceptual model is an abstract description
of some aspect of the real world and a set of related
concepts. It is a computation-independent model. All
aspects of physical data representation should be ex-
cluded.

A conceptual model describes the content of a uni-
verse of discourse which includes everything of interest
from the perspective of a specific view of the world.
Thus, the universe of discourse for geographic in-
formation includes all real-world entities that can be
associated with locations on or near the surface of the
Earth.

The 100% principle requires that a conceptual
schema describe all of the relevant structural and be-
havioral rules concerning the universe of discourse. On
the other hand, the conceptualization principle limits
a conceptual schema to only those structural and be-
havioral aspects that are relevant to the universe of
discourse.

A conceptual schema should be constructed and
interpreted using an agreed set of semantic and
syntactic rules, preferably those defined in a for-
mally defined conceptual schema language such as
UML.

A conceptual model has several levels of abstrac-
tion [1.1].

• The meta-metamodel level contains the defining
schema that identifies the principles to be used in
organizing information about the concepts of inter-
est. It is usually expressed in a natural language.
The defining schema for geographic information is
described in the next paragraph.• The metamodel level includes a specification of
the language to be used in describing the con-
cepts. A conceptual schema language provides the
semantic and syntactic elements used in a rigor-
ous description of the conceptual model consistent
with the defining schema. A number of conceptual
schema languages have been developed over the
years. ISO/TC 211 elected to use the UML as de-
scribed below. The metamodel level also contains
a normative schema that identifies the basic types
to be used in modeling at a lower level. ISO/TC
211 [1.3] developed the General Feature Model
(GFM) described below for this purpose.• The application level contains application schemas
that describe the specific concepts that are instanti-
ated to produce a data set.• The lowest level is a data set that instantiates the
concepts defined by an application schema.
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The defining schema (meta-metamodel) for geographic
information contains several key principles:

• The real-word entities of interest for geographic in-
formation are described as features.• Feature characteristics are known as feature at-
tributes. Spatial characteristics, including position
and configuration (geometry), are of particular im-
portance.• Features may be related to each other in many ways,
but relationships dependent upon spatial position
are especially important.• Features may perform a variety of functions in the
natural or cultural environment in which they occur.• A set of common characteristics, relationships, and
functions common to many features define a feature
type.

For example, a feature type named “Highway” may be
defined to include linear features constructed as part of
a network of similar features intended to support the
movement of vehicles.

At the metamodel level, ISO/TC 211 opted to spec-
ify the object model as the normative schema for ge-
ographic information. The UML described in ISO/IEC
19501-1 was selected as a conceptual schema language
with minor restrictions specified in ISO/TS 19103 [1.2].
Although several conceptual schema languages have
been used to model geographic information, UML
was chosen because it supports object-oriented mod-
eling of entities with characteristics, relationships,
and behaviors. An overview of UML is presented in
Sect. 1.2.

ISO/TC 211 developed the GFM described in ISO
19109 [1.3] as the metamodel for the development

of application schemas for geographic information
(Sect. 1.3 for more details).

Object-Oriented Modeling
Conceptual modeling done under the auspices of
ISO/TC 211 is based on an object-oriented paradigm. In
this approach, an object represents an entity in the real
world. An object contains information that describes
the properties and behavior of the entity that it rep-
resents. An individual object is distinguished by the
elements of information in which it differs from other
objects.

The state of an object is the condition of the ob-
ject (i. e., the values of its properties) at a given point
in time. Change in the state of an object can only
occur because of an internal action of the object or
due to an interaction between the object and its envi-
ronment. According to the principle of encapsulation,
objects can only interact at interfaces. Furthermore, the
information contained in an object is accessible only
through interactions at the interfaces supported by the
object.

The behavior of an object is a set of actions in which
the object may take part, together with possible con-
straints on those actions. The state of the object is one
of the factors that determine the actions in which the ob-
ject can participate. Since actions can cause changes in
state, the state at any given time may depend upon past
actions.

An interface represents part of an object’s behav-
ior – a particular subset of its possible interactions. An
object can interact with itself as well as with other ob-
jects. An object can support several interfaces in order
to separate distinct functions of the object.

1.2 Unified Modeling Language

The UML is a graphical language for specifying, con-
structing, and documenting systems. UML supports
the construction of a variety of kinds of diagrams for
modeling both structure and behavior of systems. Con-
ceptual modeling of information makes use primarily
of structural diagrams, especially package diagrams and
class diagrams, which use elements that come from the
Kernel package at the core of the UML specification.
A simplified description of the principal elements used
in package and class diagrams is presented below. For
a detailed description, see [1.7].

1.2.1 Package

A package identifies a namespace for a group of el-
ements contained within the package. A package is
represented by a rectangle with a smaller rectangu-
lar tab at its upper left corner (Fig. 1.1). Elements
contained in the package may be shown within
the rectangle, in which case the package name is
placed in the tab. If contained elements are not
shown, the package name is placed in the larger
rectangle.
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Package2

Package1

Class2

Class1

Fig. 1.1 Examples of UML packages

1.2.2 Classifier

The fundamental element of a UML class diagram is
the classifier. A classifier represents a concept within
the system being modeled. It describes a set of objects
that have common characteristics. Each such object is
an instance of the class.

A classifier is represented by a solid rectangle con-
taining the name of the classifier and, with the exception
of the subtype class, a «keyword» that identifies its sub-
type. The rectangle may be divided by horizontal lines
into compartments that contain features of the classifier.
There are several types of classifiers.

Class
A UML class (Fig. 1.2) is a kind of classifier that has
attributes and operations. A class represents a set of
objects that share the same set of specifications of
semantics, features, and constraints. A class may rep-
resent any set of objects, whether or not those object

ClassName

+ attributeName:  datatype

+ operationName(parameter-list) : return-type

Fig. 1.2 Example of a UML class

ImplementingClass<<interface>>
Interface

ImplementingClass
Interface

Fig. 1.3 Alternative representations of a UML interface

have physical existence. In the case of geographic in-
formation, classes are used most commonly to represent
feature types, but they may represent feature properties
as well. A class is instantiated as an object, that is, as
a set of attribute values and operations that describes
a specific instance of the class. A class may represent
lampposts or entire cities (feature types). It also may
represent the ownership of parcels or the endangerment
of certain species (feature properties).

The rectangle representing a class is divided into
three compartments. The top compartment holds the
class name and other general properties of the class;
the middle compartment holds a list of attributes; the
bottom compartment holds a list of operations. The at-
tribute and operation compartments may be suppressed
to simplify a diagram. Suppression does not indicate
that there are no attributes or operations.

Interface
An interface describes a service offered by instances of
any class that implements the interface. An interface is
not instantiated in itself, nor does it specify how it is
to be implemented in a class that realizes it. Rather, it
describes the public behavior of a class that implements
it. An interface may be implemented by several classes,
and a class may implement more than one interface.

As an example, consider an interface called
AreaOfVisibility. AreaOfVisibility is defined as a two-
dimensional shape that outlines the area on the ground
surface from which an object can be seen. The inter-
face might be implemented by any class that represents
a physical object. It could be implemented either as
an operation that derives the shape from the geometric
characteristics of the object and the surrounding terrain,
or as an attribute that contains the shape.

An interface may be represented as a classifier di-
agram with the keyword «interface» in the topmost
compartment of the diagram. The interface diagram
may be attached to the diagram representing an imple-
menting class by a realization symbol, which is a dashed
line with an open triangle at the end attached to the
interface diagram (Fig. 1.3). The dependency of an im-
plementing class upon the interface that it implements
may also be shown by attaching a circle containing the
interface name to the implementing class by a solid
line.

Datatype
A datatype is a kind of classifier that differs from a class
only in that instances of a datatype are identified only
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by their value. An instance of a datatype cannot exist
independently of the property whose value it provides.
Datatypes include primitive predefined types and user-
definable types. A datatype is identified by the keyword
«dataType» in the topmost compartment of the classifier
diagram.

Primitive datatypes include such things as inte-
gers and real numbers. An example of a user-defined
datatype might be a combination of alphanumeric char-
acters used to identify route numbers within national
highway systems.

Enumeration
An enumeration is a kind of datatype whose instances
form a list of named literal values. Both the enumeration
name and its literal values are declared. An enumeration
is a short list of well-understood potential values within
a class. An example might be a list of the four points of
the compass: east, west, north, and south.

Codelist
A codelist is a flexible enumeration specified in ISO/TS
19103 [1.2]. Code lists are useful for expressing a long
list of potential values. An enumeration should be used
when the elements of the list are completely known;
a codelist should be used when only a set of likely
values of the elements is known. A codelist may be
extended in an application schema. The BuildingUse
and LandUse codelists in Fig. 1.12 are examples. The
set of codes in a code list may be specified by a stan-
dard, such as the ISO 639-2 list of codes for identifying
languages.

1.2.3 Class Features

Attribute
An attribute represents a characteristic common to the
objects of a class. Examples for attributes may be the
footprint and the height of a building. An attribute is
described by a string composed of elements that specify
the properties of the attribute

visibility name: prop-type[multiplicity] = default ,

where

• visibility may be public (indicated by +) or private
(indicated by −). [A private element is accessible
(visible) only from elements within the namespace
that owns it; a public elements is visible to all el-
ements that can access the namespace that owns
it.]

• name is a character string that identifies the at-
tribute. A slash (/) preceding the name indicates that
the value of the attribute is derivable from the values
of other model elements.• prop-type identifies the datatype of the attribute.• multiplicity specifies the number of values that an
instance of a class may have for a given attribute.
Notation for multiplicity is explained later. When
multiplicity is not shown, its value is 1.• default is an optional field that specifies the initial
value of the attribute.

Operation
An operation represents an action that can be performed
by an object. An example for operations may be the
write and the read function that sets and gets the above-
mentioned attributes footprint and height. An operation
is described by a string composed of elements that spec-
ify the properties of the operation

visibility name (parameter-list): return-type

{oper-property} ,

where

• visibility may be public (indicated by +) or private
(indicated by −).• name is a character string that identifies the opera-
tion.• parameter-list is a list of parameters, each in the
form

direction parameter-name: type-expression ,

where direction may be in, out or inout and defaults
to in if the field is omitted, parameter-name is the
name of the parameter, and type-expression identifies
the datatype of the parameter.

• return-type identifies the datatype of the value re-
turned by the operation.• {property-string} is an optional field containing
a list of property values that apply to the operation.

Association
An association (Fig. 1.4) specifies connections between
instances of classes. An association is drawn as a solid
line connecting the class rectangles. An association may
have a name, represented as a character string placed
near the line, but not close to either end. Each end of an
association carries information pertaining to the class
at that end of the association, including its role name,
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Play Act

Person House

Triangle Point
+vertex

3

+triangle

+owner

1..*

+property

0..*

+anAct

1..*

+aPlay

1

0..*

Fig. 1.4 Examples of UML associations

its multiplicity, and its navigability. An association be-
tween two instances of the same class is represented
by a line that has both ends attached to the same class
rectangle.

Role Name. A role name at an association end spec-
ifies the behavior of the class at that end with respect
to the class at the other end of the association. A role
name is represented as a string beginning with a lower-
case letter. In Fig. 1.4, the role name “owner” indicates
that an instance of Person is an owner of an instance of
House while the role name “property” indicates that an
instance of House is the property of an instance of Per-
son. In data processing, the role name is used to identify
the subset of instances of a class that are involved in an
association. It might be used, for example, to select the
owners from the set of instances of Person included in
a database.

Multiplicity. Multiplicity specifies the number of in-
stances of a class that may be associated with a class
at the other end of the association. Multiplicity is ex-
pressed as a pair of integers that identify the end points
of a range of values, with two periods separating the
integers. An asterisk replaces the second integer if the
range is unlimited. If only a single value is allowed, it
may be represented by repeating that value at both ends
of the range or by using a single integer in place of the
range. Figure 1.4 provides the following examples.

• An instance of House may be the property of one to
many owners.• A Person may be the owner of zero to many houses.• A Play is composed of at least one and possibly of
many instances of Act.• An instance of Act belongs to one and only one
instance of Play.

• An instance of Triangle aggregates three and only
three points as its vertices.• An instance of Point serves as a vertex for zero to
many Triangles.

The same notation is used for multiplicity of attributes.

Navigability. Navigability describes the ability of one
element to use information contained within another
element. An arrowhead attached to the end of an asso-
ciation path indicates that navigation is allowed in the
direction of the class attached at the arrowhead. In other
words, information contained in that class is accessible
from the class at the other end of the association. For ex-
ample, Fig. 1.4 shows that it is possible to navigate from
an instance of Triangle to obtain information about the
instances of Point that form its vertices, but it is not pos-
sible to navigate from an instance of Point to identify the
instances of Triangle for which it serves as a vertex.

Aggregation. Associations may be used to show ag-
gregation or composition relationships between classes.
An open diamond on an association end indicates that
the class at that end of the association is an aggregate of
instances of the class at the other end of the association.
For example, an instance of the class named Triangle in
Fig. 1.4 is an aggregate of three instances of the class
named Point. Aggregation is considered a weak form of
composition. The members of an aggregation can exist
independently of the aggregation and can be members
of more than one aggregation.

Composition. A closed diamond on an association end
indicates that the class at that end of the association is
composed of instances of the class at the other end of
the association. For example, the class named Play in
Fig. 1.4 is composed of one or more instances of the
class named Act. Members of a composite cannot exit
independently of the composite class, nor can they be
members of more than one composite class.

Association Class
An association class combines the semantics of an as-
sociation with those of a class. In other words, it is
an association that has properties in its own right. It is
represented as a class symbol attached to an associa-
tion path by a dashed line (Fig. 1.5, in which a Ford is
modeled as an association between a Road and a River).

Generalization
A generalization is a taxonomic relationship between
a more general element and a more specific element.
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class Association Class

Road

+ name:  CharacterString
+ geometry:  GM_Curve

River

+ name:  CharacterString
+ geometry:  GM_Curve

Ford

+ name:  CharacterString
+ depthOfWater:  Real

Fig. 1.5 Example of an association class

The more specific element is fully consistent with the
more general element and contains additional informa-
tion. An instance of the more specific element may be
used where the more general element is allowed. Gen-
eralization is shown as a solid line connecting the child
(the more specific element, such as a subclass) to the
parent (the more general element, such as a superclass),
with a large hollow triangle where the line meets the
more general element. An abstract class, which has its
name in italics, can only be instantiated as instances of
its subclasses. Sometimes a superclass is defined as an
abstract class if it has no attributes but is rather cre-
ated in order to establish a clear hierarchy of the model.
The resulting dataset has no objects that are named
according to the abstract class. Figure 1.6 shows an
example of two generalization relationships in which
each of the two subclasses of Vehicle has a third at-
tribute in addition to the two that are inherited from
Vehicle.

Individual generalization relationships may be
grouped into generalization sets, each of which repre-
sents one possible way of partitioning a superclass. For
example, a superclass Person might be subdivided into
one generalization set on the basis of gender and into
another generalization set on the basis of level of educa-
tion. Each generalization set has a name that is attached
to the lines connecting the subclasses in that set to the
parent class.

Stereotype
Stereotypes extend the semantics of pre-existing ele-
ments, but do not affect their structure. A stereotype
is identified by a name enclosed in guillemets («. . . »).
An example is the stereotype «Metaclass», which
identifies a classifier whose instances are themselves
classes. A metaclass represents a concept at a higher
level of abstraction than do the classes that instantiate
it.

Note
A note contains textual information. It is shown as
a rectangle with the upper right corner bent, attached
to zero or more model elements by a dashed line. Notes
may be used to contain comments or constraints. The
example in Fig. 1.6 contains a constraint.

Constraint
A constraint specifies a semantic condition or re-
striction. Although the UML specification includes an
Object Constraint Language for writing constraints,
a constraint may be written using any formal nota-
tion, or a natural language. A constraint is shown as
a text string in braces “{ }”. It is contained in a note
or placed near the element to which it applies. See
the example in Fig. 1.6, which constrains the value of
the numberOfAxles attribute that PassengerCar inherits
from Vehicle.
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class Generalization

Vehicle

+ make:  CharacterString
+ model:  CharacterString
+ numberOfAxles:  Integer [1..*]

PassengerCar

+ numberOfSeats:  Integer

Truck

+ loadCapacity:  Weight

{numberOfAxles=2}

Fig. 1.6 Example of a generalization

If the notation for an element is a text string (e.g.,
an attribute), the braces containing the constraint may
follow the element text string. A constraint included as
an element in a list applies to all subsequent elements in
the list, down to the next constraint element or the end
of the list.

Dependency
A dependency indicates that the implementation or
functioning of one or more elements requires the pres-
ence of one or more other elements. It relates the
model elements themselves and does not require a set
of instances for its meaning. A dependency is shown
as a dashed arrow between two model elements. The
model element at the tail of the arrow (the client) de-

pkg Dependency

Package1 Package2

«use»

Fig. 1.7 Example of a dependency

pends on the model element at the arrowhead (the
supplier). The kind of dependency may be indicated by
a keyword in guillemets, such as «import», «refine», or
«use». In the example of Fig. 1.7, Package1 has a «use»
dependency upon Package2, meaning that one or more
elements in Package1 use elements specified in Pack-
age2. For example, an attribute specified in Package1
might use datatypes specified in Package 2.

1.2.4 Naming of UML Elements

Namespaces
Names of UML elements are required to be unique
within the namespaces within which they reside. Thus,
class names must be unique within the package within
which they are specified. Attribute and operation names
must be unique within the class within which they are
defined. Role names must be unique within the context
of the using class.

Naming Style
The UML specification provides a nonnormative set of
guidelines for naming elements of UML models. They
are exemplified in Figs. 1.5–1.7.

Names of classes are expressed in boldface and cen-
tered in the name compartment of the class. Each word
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Modeling of Geographic Information 1.3 The General Feature Model 11

in the class name begins with an upper-case letter, but
there are no spaces between words. The name is itali-
cized if the class is abstract.

Keywords and stereotypes are in plain face, placed
within guillemets, and centered within the name com-
partment above the class name.

The first word in names of attributes, operations,
parameters, and role names begins with a lower-case let-
ter; the initial letters of subsequent words in the name
begin with upper-case letters. Names of attributes and
operations are left-justified within their name compart-
ments with no spaces between words.

1.3 The General Feature Model

ISO/TC 211 developed the GFM described in ISO
19109 as a metamodel for representing features in ap-
plication schemas. The elements of the metamodel may
be represented as elements of a UML model of the
application schema. Those that cannot be represented
graphically should be included in the documentation of
the model, which may be in the form of a data dictionary
for the application schema.

class GF_FeatureType

«datatype»
GF_Constraint

+ description:  CharacterString

+constrainedBy0..*

+constrainedBy

0..*

+carrierOfCharacteristics0..*

1

+linkBetween 0..*

TypeAssociation+includes

1..*

0..*

Generalization

+supertype

1

0..*

Specialization

+subtype 1
«metaclass»

GF_AssociationType

GF_InheritanceRelation

«metaclass»
GF_PropertyType

+ memberName:  LocalName [0..1]
+ definition:  CharacterString

+ typeName:  LocalName [0..1]
+ definition:  CharacterString
+ isAbstract:  Boolean = false

«metaclass»
GF_FeatureType

+ name:  CharacterString [0..1]
+ description:  CharacterString
+ uniqueInstance:  boolean

Fig. 1.8 GFM: GF FeatureType

1.3.1 GF_FeatureType

The principal element of the GFM is the meta-
class GF_FeatureType (Fig. 1.8). An instance of
GF_FeatureType is a UML class named for a spe-
cific feature type, such as bridge, factory, or road.
GF_FeatureType has three attributes that are intended
to be included in each instance:
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12 Part A Basics and Computer Science

• typeName contains the name of the specific feature
type represented by the instantiating class and used
as the name of that class;• definition contains the definition of that feature type,
and is carried as an attribute of the instantiating
class;• isAbstract contains a Boolean value indicating
whether the instantiating class is or is not abstract.
If this attribute is TRUE the name of the UML class
is placed in italics to indicate that it is abstract.

1.3.2 GF_InheritanceRelation

The two associations generalization and specialization
connect GF_FeatureType to the class GF_Inheritance-
Relation. This structure shows that two instances
of GF_FeatureType may be related to each other
as a superclass and a subclass in a generalization
hierarchy.

While the name attribute of GF_Generalization-
Relation is optional, the attributes description and
uniqueInstance are required. The attribute uniqueIn-
stance has a Boolean value, such that TRUE indicates
that an instance of the superclass may be an instance of
only one of its subclasses, while FALSE indicates that

class Example GF_InheritanceRelation

Building

+ length:  Length
+ width:  Length
+ numberOfStories:  Integer

Function

School

+ educationalLevel:  CharacterString
+ numberOfTeachers:  Integer

Hospital

+ numberOfBeds:  Integer

Fig. 1.9 Example implementation of GF InheritanceRelation

an instance of the superclass may be an instance of more
than one of the subclasses.

An instance of GF_InheritanceRelation is modeled
as a UML generalization relationship. The optional at-
tribute name may be attached to the generalization
relationship if it is part of a generalization set, in
which case every member of the set must have the
same name. Otherwise, this attribute should not be
implemented. The attribute description is included in
the model documentation. A generalization set de-
faults to the situation where the attribute uniqueInstance
is TRUE. The constraint {overlapping} should be ap-
plied to the generalization set if uniqueInstance is
FALSE.

Consider the example in Fig. 1.9. The feature type
Building has two subclasses: School and Hospital.
The Building feature type has three feature attributes:
length, width, and numberOfStories that are inherited
by both of its subclasses. Each of its subclasses has
specific attributes: for School, educationalLevel and
numberOfTeachers; for Hospital, numberOfBeds. The
two generalization relationships belong to a generaliza-
tion set named Function.

All three classes – Building, Hospital, and School –
are instances of the metaclass GF_FeatureType from the
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Modeling of Geographic Information 1.3 The General Feature Model 13

GFM (Fig. 1.9). The hierarchical relationship in which
Building is a generalization of Hospital and School is
an instantiation of the class GF_InheritanceRelation.

1.3.3 GF_AssociationType

There are two relationships between GF_FeatureType
and GF_AssociationType.

The association named TypeAssociation in Fig. 1.8
indicates that an instance of GF_FeatureType (i. e.,
a class that represents a specific feature type) may
be included in an instance of GF_AssociationType.
Generally, GF_AssociationType is implemented in an
application schema as a simple UML association
between the two classes that represent different fea-
ture types. However, the second relationship between
GF_FeatureType and GF_AssociationType is an in-

class GF_PropertyType

«metaclass»
GF_PropertyType

+ memberName:  LocalName [0..1]
+ definition:  CharacterString

«metaclass»
GF_Operation

+ signature:  CharacterString

+affectsValuesOf

0..*

+triggeredByValuesOf 0..* +observesValuesOf 0..*

+roleName 1..*

+dependsOn 0..*

+characterize 0..1

attributeOfAttribute

+characterizedBy 0..*

GF_FeatureType

«metaclass»
GF_AssociationType

«metaclass»
GF_AttributeType

+ valueType:  TypeName
+ domainOfValues:  CharacterString
+ cardinality:  Multiplicity

«metaclass»
GF_AssociationRole

+ cardinality:  Multiplicity

Fig. 1.10 GFM: GF PropertyType

heritance relationship that makes GF_AssociationType
a subclass of GF_FeatureType.

As a subclass of GF_FeatureType, GF_Association-
Type inherits the three attributes of GF_FeatureType,
although the name is optional in the case of
GF_AssociationType. GF_AssociationType also inher-
its the associations of GF_FeatureType. This means that
it can contain properties, in which case it is modeled in
an application schema as a UML association class rather
than as a UML association. This also means that a fea-
ture association can be treated as a feature in its own
right; the Ford shown in Fig. 1.5 is an example. Another
typical example is a bridge, which may be modeled as
a road segment or as a feature on its own with special
overpass information. In the first case the bridge may
simply associate two other road segments. In the latter
case the bridge is an instance of GF_FeatureType.
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14 Part A Basics and Computer Science

1.3.4 GF_Constraint

Both GF_FeatureType and GF_PropertyType have as-
sociations to GF_Constraint; GF_AssociationType in-
herits this association from GF_FeatureType. GF_Con-
straint represents a description of a constraint that may
be applied to an instance of any of its associated meta-
classes. An example is a road which is open only to
vehicles traveling faster than 60 km/h.

1.3.5 GF_PropertyType

As shown by the composition association between
GF_FeatureType and GF_PropertyType (Fig. 1.8), a fea-
ture type class can contain zero to many instances
of GF_PropertyType. GF_PropertyType is an abstract
metaclass with three subclasses – GF_AssociationRole,
GF_AttributeType, and GF_Operation – each rep-
resenting a different kind of property type that
may be assigned to a feature type class. The class
GF_PropertyType contains only the name and the
description of the property type (the attributes mem-
berName and description). All other details are in the
subclasses.

GF_PropertyType (Fig. 1.10) has two attributes that
are intended to be included in each instance.

• memberName contains the name of the property
type represented by the instance;• definition contains the definition of that property
type.

1.3.6 GF_AssociationRole

GF_AssociationRole describes a role that an in-
stance of a feature type may have in an association
with another instance of the same or another fea-
ture type. GF_AssociationRole inherits the member-
Name and definition attributes of GF_PropertyType.
The additional attribute cardinality specifies the mul-
tiplicity for instances of the feature type acting in
this role. GF_AssociationRole inherits an association
to GF_Constraint from GF_PropertyType, but also
has an association from GF_AssociationType which
specifies that it is a component of an instance of
GF_AssociationType.

In a UML diagram, the attributes memberName and
cardinality are represented by the role name and multi-
plicity at the end of the line representing the association.
The attribute definition is included in the documentation
of the model.

Consider the example in Fig. 1.4, where the role
name property indicates that an instance of a House fea-
ture may be the property of one or more instances of
Person with the role name owner.

1.3.7 GF_AttributeType

An instance of GF_AttributeType describes a type of at-
tribute that belongs to a feature type. GF_AttributeType
has three attributes in addition to the member-
Name and definition attributes that it inherits from
GF_PropertyType. The attribute valueType specifies the
datatype of the attribute. The attribute domainOfValues
identifies the set of values that the attribute may take on.
The attribute cardinality specifies the multiplicity of the
attribute of the feature type.

GF_AttributeType inherits an association to
GF_Constraint from GF_PropertyType, but also has an
association to itself called attributeOfAttribute. This in-
dicates that an attribute may itself have attributes. In this
case, the attribute is modeled as a UML class which may
be used as the data type for the attribute or connected to
the feature type by an association.

The UML representation of a feature attribute
includes the memberName, the datatype, and the car-
dinality. The definition and domainOfValues need to be
specified in a data dictionary.

Figure 1.11 illustrates the three ways in which
GF_FeatureAttribute may be instantiated in an appli-
cation schema. The routeNumber feature attribute of
the RoadSegment feature type is specified within the
attribute compartment of the class that represents Road-
Segment. The surfaceMaterial feature attribute has
attributes itself; it is specified within the attribute com-
partment of the class diagram, but it uses a separately
defined class as its datatype. Finally, the feature at-
tribute maintenanceHistory, which also has attributes,
is modeled as a separate class connected to the fea-
ture type by an association. Note that the role name
at the end of a UML association is analogous to an
attribute name for the class at the other end of the
association.

1.3.8 GF_Operation

An instance of GF_Operation describes an operation
of the feature type to which it belongs. In addition to
the memberName and definition attributes that it in-
herits from GF_PropertyType, GF_Operation has one
attribute, signature, that provides the name, arguments,
and return types.
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Modeling of Geographic Information 1.4 Application Schema Example 15

class Implementation of GF_Attribute

RoadSegment

+ routeNumber:  CharacterString [0..*]
+ surfaceMaterial:  SurfaceMaterial

SurfaceMaterial

+ composition:  CharacterString
+ thickness:  Length [0..1]

MaintenanceHistory

+ dateOfConstruction:  Date
+ resurfacedOn:  Date [0..*] {ordered}

+maintenanceHistory 1

Fig. 1.11 Examples of instantiation of GF FeatureAttribute

As an example consider an operation called traf-
ficFlow that serves as a property of a Highway feature
type. Such an operation might have a signature such as

trafficFlow(dayOfWeek:DayName,

timeOfDay:Time):vehiclesPerHour:Integer .

This signature indicates that the operation accepts a day
of the week and a time of day as input parameters and
returns an integer number of vehicles per hour.

GF_Operation inherits an association to GF_
Constraint from GF_PropertyType, but has four
other associations as well. Three associations to

GF_AttributeType describe the way in which an in-
stance of GF_Operation may use one or more values
of a feature attribute. The role name triggeredByValues-
Of identifies attribute types that serve as triggers for
an operation in that execution of an operation will be
initiated by a change in the value of the attribute. The
role name observesValuesOf identifies attribute types
that are used as input parameters for the operation. The
role name affectsValuesOf identifies attribute types that
are the output parameters of the operation. The asso-
ciation to GF_AssociationType identifies the pathways
through which the instance of GF_Operation obtains the
information about the feature attributes that it uses.

1.4 Application Schema Example

This section presents an example of a simple application
schema developed according to the principles described
in this chapter. The schema conforms to the GFM and
is described in UML.

The example is an application schema for de-
scribing the spatial characteristics of a single farm.
Its content includes those features that can be dis-
played on a map (Fig. 1.12). The features are provided
with sufficient attribution to distinguish one instance
from another. The schema makes use of three of the
geometric object classes specified in ISO 19107 to de-
scribe the spatial position and geometry of these feature
types (Chap. 13). The objects selected are those ap-
propriate for the two-dimensional coordinate space of
a map.

In this schema, a Farm has three attributes: name,
owner, and an area represented as a GM_Surface. The
multiplicity of the land attribute indicates that a Farm
may consist of noncontiguous land areas. A Farm aggre-
gates instances of two other types of features: SubAreas
and Buildings. A Farm must have at least one SubArea
but need not have any Buildings. The plain language
constraint on Farm indicates that the entire area of the
farm must be included in its aggregated instances of
SubArea. The navigability designations show that it is
possible to query a Farm object in order to determine
which instances of SubArea and Building are contained
in the Farm, but it is not possible to query a Building or
SubArea object to determine what instance of Farm it
belongs to.
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16 Part A Basics and Computer Science

class Farm Schema

Farm

+ name:  CharacterString
+ owner:  CharacterString
+ land:  GM_Surface [1..*]

Building

+ function:  BuildingUse [1..*]
+ location:  DirectPosition
+ length:  Length
+ width:  Length
+ height:  Length

«codelist»
BuildingUse

+ cropStorage
+ equipmentStorage
+ livestockShelter
+ residence

«codelist»
LandUse

+ farmstead
+ field
+ pasture
+ orchard
+ vineyard
+ garden
+ woodlot
+ lane

SubArea

+ location:  GM_Surface
+ use:  LandUse

Fence

+ location:  GM_Curve
+ height:  Length

Gate

+ position:  DirectPosition
+ width:  Length
+ height:  Length

{Area of Farm = sum of
the areas of the
SubAreas}  

+barrier
0..*

AccessControl

+enclosedArea 1..2

1

+opening

0..*

+componentArea
1..*

+farmBuilding0..*

Fig. 1.12 Simple Farm schema

The SubArea and Building feature types have prop-
erties that describe their location, geometry, and use.
Note that neither feature type has an identifier at-
tribute; instances can be distinguished from each other
by their locations. The spatial relationships between
SubAreas and Buildings are not described by associa-
tions because they can be derived from their location
attributes.

A Building is treated as a point object, so its location
is described as a DirectPosition. Its size is described by
three required attributes that provide its dimensions us-
ing the Length measure specified in ISO/TS 19103 [1.2]
as their datatype. Its function is identified by one of the
values from the code list BuildingUse; a Building may
have more than one function.

A SubArea is treated as a two-dimensional object.
Both its location and its geometry are described by the

geometric object GM_Surface. Its use is identified by
one of the values from the code list LandUse.

The named association AccessControl shows that
access to a SubArea may be restricted by a set of
Fences. The multiplicity at the enclosedArea end of
the association reflects the fact that every instance
of Fence separates two areas, but one of these areas
may be excluded from the data set because it is out-
side the boundaries of the Farm. The multiplicity at
the other end of the association supports unfenced in-
stances of SubArea but is unlimited because each of
the contiguous instances of SubArea is considered to
be separated from this instance by a unique instance of
Fence. This association is navigable in both directions,
meaning that it is possible to determine the characteris-
tics of any instance of Fence that bounds an instance of
SubArea, and to determine the characteristics of the in-
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stances of SubArea that are bounded by any instance of
Fence.

A Fence is treated as a one-dimensional object
whose geometry is described by a GM_Curve, but it
is also given a height attribute. An instance of Fence
may have a set of zero to many openings, each con-
trolled by an instance of Gate. Each instance of Gate

is associated with only one instance of Fence. The nav-
igability of the association means that a Fence object
knows about the associated instances of Gate but not
vice versa.

A Gate is treated as a point object so its location is
described as a DirectPosition, but it is also given height
and width attributes.

1.5 Conclusion

To sum up, this chapter has presented some ba-
sic principles for conceptual data modeling in the
field of geographic information. In particular it de-
scribes the use of the unified modeling language
and the GFM from ISO/TC 211 for develop-

ing application schemas for various uses of ge-
ographic information. Description of the need to
develop conceptual data models for specific appli-
cations of GIS is contained in the chapters of
Part C.
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Mathematics2. Mathematics and Statistics

Frank Gielsdorf, Tobias Hillmann

This chapter consists of two main parts, an in-
troduction to adjustment techniques (Sects. 2.1,
2.2) and an overview of geostatistical methods
(Sect. 2.3). The contents has many relations to
other chapters of the handbook. In particular, the
adjustment technology is a foundation of many
data capture methods and geostatistical methods
are applied in marine GIS and geology. Section 2.1
starts with an introduction to the Gauss–Markov
model, discusses error propagation, and explains
the role of covariance. The positional accuracy
improvement, a key method for the reduction
of geometrical errors present in old paper maps,
is the main topic of the remainder of Sects. 2.1,
2.2. Many related topics of positional accuracy
improvement are addressed such as datum and
conformal transformation as well as the consid-
eration of geometric constraints. Section 2.3 starts
with an example and then describes the most
common methods for processing and analysis of
huge amounts of geodata, random fields and var-
iograms. Important terms such as stationarity,
intrinsic model, and ergodicity are explained. The
chapter concludes with a discourse about krig-
ing (Sect. 2.3.6), which is a common method for
the interpolation of geodata in order to estimate
the contents of unknown and inaccessible mineral
deposits.
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The geometrical properties of objects in Geographic
Information Systems (GIS) are almost exclusively de-
scribed by point coordinates referring to a global
reference frame. However, it is impossible to measure
these point coordinates directly; they are the result of

a calculation process. The input parameters of these
calculations are measured values. Even global naviga-
tion satellite system (GNSS) receivers do not measure
coordinates directly but calculate them from distance
measurements to satellites.

2.1 Data Integration with Adjustment Techniques
There exist several types of measured values, for in-
stance, distances, directions, local coordinates from
maps or orthophotos, etc. Mostly, single measured val-
ues are grouped into sets of local coordinates. So, the
measured values of a total station – horizontal direc-
tion, vertical direction, and distance – can be seen as
a set of spherical coordinates, rows and columns of digi-
tized pixels as Cartesian coordinates in a local reference
frame, etc. The final aim of most evaluation processes
in surveying is the determination of point coordinates
in a global reference frame.

However, measured values have two essential prop-
erties. Firstly, they are random variables. It is impossi-
ble to measure a value with arbitrary accuracy, which
leads to the fact that any measured value contains some
uncertainty. Secondly, they are redundant. Commonly,
there exist more measured values then necessary to be
able to calculate unique point coordinates.

A function of random variables results again in
a random variable. Because point coordinates are
functions of measurement values, they are random
variables. The uncertainties contained in measured
values lead necessarily to uncertainties in point coor-
dinates.

For the unique determination of a number of coor-
dinates, the exact same number of measured values is
necessary (Fig. 2.1).

The positions of the control points A and B should
be known. The distances d1 and d2 from the control

N

BA

d1 d2

Fig. 2.1 Unique arc section

points to the new point N were measured. The position
of the new point can be calculated by intersection of
arcs. The two unknown coordinate values of the new
point, xN and yN, can be determined uniquely from the
two measured values d1 and d2.

However, what happens if we measure a third dis-
tance d3 from a control point C to N (Fig. 2.2)?

A geometrical construction with a pair of compasses
would yield a small triangle. The size of this triangle
depends on the magnitude of the uncertainties in the
measured values. This means for the calculation that
its result depends on which measured values are used.
A calculation with the distances d1 and d2 yields a dif-
ferent result than a calculation with the distances d2
and d3.

This example raises several questions. How can one
get a unique result from redundant measured values
containing uncertainties? How can one quantify the ac-
curacy of the measured values on one hand, and of the
result on the other? The reply to these questions is the
objective of adjustment theory.

The objectives of adjustment theory are the de-
termination of optimal and unique output parameters

C

BA

d3

d2d1

N?

Fig. 2.2 Ambiguous arc section
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(coordinates) from input parameters (measured val-
ues) which are redundant random variables, considering
their accuracy, estimation of accuracy values for the
output parameters, and detection and localization of
blunders.

However, what is the relevance of adjustment tech-
niques for positional accuracy improvement in GIS?
Coordinates in GIS result from the evaluation of meas-
ured values. In a first step, these measured values
often were local coordinates of digitized analog maps
which were transformed into a global reference frame.
The global coordinates so determined describe the
geometry of the GIS objects uniquely, whereby the co-
ordinates have to be addressed as random variables.
During the process of positional accuracy improvement
(PAI), new measured values are introduced with higher
accuracy (even global coordinates can be seen as spe-
cial measured values). The new measured values are
redundant to the already existing coordinates. There-
fore, the determination of new global coordinates with
improved positional accuracy is a typical adjustment
problem.

However, before the application of adjustment tech-
niques for PAI is presented in detail, it is necessary to
consider the basics of adjustment theory.

2.1.1 Estimation of Parameters

Section 2.1.1 describes the process of parameter estima-
tion on the basis of the least-squares method. Figure 2.3
shows a symbolic representation of an adjustment pro-
cess.

The input parameters are measured values called
observations. The output parameters are the so-called
unknown parameters (mostly coordinate values) and
the residual errors of the observations. The number
of observations is n and the number of unknown pa-
rameters is u. Typical for an adjustment problem is
the fact that the number of observations is larger than
the number of unknown parameters. The difference be-
tween these two values is conterminous to the number
of supernumerary observations and is called the redun-
dancy r

r = n −u . (2.1)

Observations are denoted by the symbol l, unknown pa-
rameters by the symbol x, and residual errors by the
symbol v. To be able to formulate adjustment problems
clearly it is necessary to use vector/matrix notation. The
observations, unknown parameters, and residual errors

can then be grouped in vectors

l =

⎛
⎜⎜⎜⎜⎝

l1

l2
...

ln

⎞
⎟⎟⎟⎟⎠

, x =

⎛
⎜⎜⎜⎜⎝

x1

x2
...

xu

⎞
⎟⎟⎟⎟⎠

, v =

⎛
⎜⎜⎜⎜⎝

v1

v2
...

vn

⎞
⎟⎟⎟⎟⎠

. (2.2)

We only want to consider adjustment of observation
equations. The basis of this model is the presentation
of the observations as explicit functions of the unknown
parameters. This type of approach is called a Gauss–
Markov model. The observation equations in matrix
notation are

l +v = Ax (2.3)

or transformed

v = Ax− l . (2.4)

The matrix A in this observation equation system is
called the configuration matrix or design matrix. It de-
scribes the linear dependency between observations and
unknown parameters. The observation equation system
has an infinite number of solutions. To obtain the opti-
mal solution, it is necessary to formulate an additional
constraint. This additional constraint is the request that
the square sum of the residual errors should be minimal.
In matrix notation it is

vTv
!= min . (2.5)

With this constraint, it is possible to formulate an
extremum problem and to derive an optimal and con-
sequently unique solution for the unknown parameters

x = (ATA)−1ATl . (2.6)

The equation system (2.6) is called the normal equa-
tion system. After solving the normal equations, the
residual errors can be calculated by inserting x into the
observation equations (2.4).

Observations
I Adjustment

I1

I2

In

...

x1
x2

xu

...

v1
v2

vn

...

Unknown
parameters

x

Residual
errors

v

Fig. 2.3 Symbolic representation of an adjustment
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2.1.2 Arithmetic Mean

Adjustment theory is very complex, and it is impossible
to impart its whole content herein. For further reading
please refer to [2.1, 2]. Therefore, we will begin with
very simple special examples and try to generalize them
step by step.

The simplest case of an adjustment is the calculation
of an arithmetic mean value.

We consider two points A and B. The distance be-
tween these two points was measured 10 times. The
results of the measurement are 10 observation values,
which we call l1 . . . l10. The distance between A and
B, which we call x, is the unknown parameter. Now, it
would be possible to solve the problem by formulation
of the equation

x = l3 ,

in which case all the other observations would be redun-
dant. For each observation we could calculate a residual
error vi ,

v1 = x − l1 ,

v2 = x − l2 ,

...

v10 = x − l10 . (2.7)

The residual error v3 would have the value 0 while the
other residuals would have values different from 0. The
value of x depends in that case on the observation we
used for its determination. However, this result is not
optimal. The request for an optimal result can be for-
mulated as follows: Find exactly that solution of x for
which the sum of the squares of the residual errors vi
becomes minimal.

The first step in calculating an optimal x is formula-
tion of the observation equations

v = Ax− l .

In our special case the configuration matrix A has a very
simple structure with just one column filled with ones,
and the vector x has just one row

A =

⎛
⎜⎜⎜⎜⎝

1

1
...

1

⎞
⎟⎟⎟⎟⎠

, x = (x) .

With A and l we are able to calculate x as (for the
derivation see [2.1, 2])

x = (ATA)−1ATl .

We now want to apply this formula to our special prob-
lem of arithmetic mean. The matrix product ATA is 10

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

1

1

1

1

1

1

1

1

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(
1 1 1 1 1 1 1 1 1 1

)
(10)

.

The product ATA is called the normal equation ma-
trix and is denoted by the symbol N. We have the
special case of an N-matrix with one row and one
column, which is conterminous to a scalar. The in-
verse (ATA)−1 of ATA is equal to the reciprocal of the
scalar 10

(ATA)−1 = 1
10 .

The expression (ATA)−1 (or N−1) is the cofactor ma-
trix of the unknown parameters and is denoted by the
symbol Qxx .

Cofactor matrix: Qxx = N−1.
The expression ATl results in the sum of the obser-

vations

ATl =

⎛
⎜⎜⎜⎜⎝

l1

l2
...

l10

⎞
⎟⎟⎟⎟⎠

(
1 1 · · · 1

)
(l1 + l2 +· · ·+ l10)

=
∑

li ,

so that x results in

x = 1
10 · (l1 + l2 +· · ·+ l10) .

As we can see, the solution for the least-squares ap-
proach is the same as for the arithmetic mean.

2.1.3 Weighted Arithmetic Mean

In the arithmetic mean example we assumed that all
observations have the same accuracy. However, in re-
ality, mostly this assumption is not applicable. In the
general case, the observations have different accuracies,
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e.g., because of different measuring devices. For this
reason it is necessary to modify the adjustment model
of the preceding subsection. We now have to introduce
a weight for each observation. The observation weight
steers the influence of each observation on the result-
ing unknown parameters. The greater the weight, the
stronger the influence of the corresponding observation.

The weight of an observation is a function of its
standard deviation. The standard deviation quantifies
the accuracy of a value. The standard deviations of the
observations are mostly known before the adjustment.
Usually, a standard deviation is denoted by the sym-
bol σ . The square of the standard deviation σ2 is called
the variance. The meaning of a standard deviation will
be explained in the following sections. The formula for
a weight pi of an observation is

pi = σ2
0

σ2
i

,

where pi is the weight of observation i, σ2
i is the vari-

ance of observation i, and σ2
0 is the variance of unit

weight.
The variance of unit weight is a constant to be set.

It results in weight value 1 for this variance. Often σ0 is
set to 1. If one introduces weighted observations in an
adjustment, the least-squares constraint changes from

vTv
!= min

to

vTPv
!= min . (2.8)

In expression (2.8), P is the weight matrix, which is a di-
agonal matrix of dimension n × n with the observation
weights on the principle diagonal, i.e.,

P =

⎛
⎜⎜⎜⎜⎝

p1

p2
0

0
. . .

pn

⎞
⎟⎟⎟⎟⎠

.

The formula for the calculation of the unknown pa-
rameters x changes to

x = (ATPA)−1ATPl ,

0 A
1 2 3 4 5 6 7 8 9

d
1

d
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d
3

d
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d
5

d
6

d
7
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8

d
9

d
10

B

x

Fig. 2.4 Points in a one-dimensional coordinate reference system

and the formula for the cofactor matrix of the unknown
parameters Qxx becomes

Qxx = (ATPA)−1 .

2.1.4 Adjustment
with Several Unknown Parameters

The arithmetic mean represents a special case of adjust-
ment with just one unknown parameter. In the general
case, the number of unknown parameters is greater then
one. This case will be explained with a simple example
again.

Figure 2.4 shows points in a one-dimensional co-
ordinate system. The coordinates xA and xB of the
control points A and B are known. The distances be-
tween the points d1 . . . d10 were measured. In demand
are the coordinates of the new points x1 . . . x9. The stan-
dard deviations are proportional to the corresponding
distance

σi = 0.01 ·di . (2.9)

In a first step we have to formulate the observation equa-
tions as

d1 +v1 =+1 · x1 −xA

d2 +v2 =−1 · x1 +1 · x2

d3 +v3 = −1 · x2 +1 · x3

d4 +v4 = −1 · x3 +1 · x4

d5 +v5 = −1 · x4 +1 · x5

d6 +v6 = −1 · x5 +1 · x6

d7 +v7 = −1 · x6 +1 · x7

d8 +v8 = −1 · x7 +1 · x8

d9 +v9 = −1 · x8 +1 · x9

d10 +v10 = −1 · x9 +xB

.

If we shift the observations to the right-hand side of the
equation system we get

v1 =+1 · x1 −xA −d1

v2 =−1 · x1 +1 · x2 −d2

v3 = −1 · x2 +1 · x3 −d3

v4 = −1 · x3 +1 · x4 −d4

v5 = −1 · x4 +1 · x5 −d5

v6 = −1 · x5 +1 · x6 −d6

v7 = −1 · x6 +1 · x7 −d7

v8 = −1 · x7 +1 · x8 −d8

v9 = −1 · x8 +1 · x9 −d9

v10 = −1 · x9 +xB −d10

.
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From this equation system we can directly derive the
structure of our matrices

A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

−1 1

−1 1

−1 1

−1 1

−1 1

−1 1

−1 1

−1 1

−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

x =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2

x3

x4

x5

x6

x7

x8

x9

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, l =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

d1 + xA

d2

d3

d4

d5

d6

d7

d8

d9

d10 − xB

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

For the calculation of the parameter vector x, the weight
matrix P is still needed. The weights can be calculated
by (2.9)

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

p1

p2

p3

p4

p5

p6

p7

p8

p9

p10

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Now, the parameter vector and the residual vector can
be calculated as

x = (ATPA)−1ATPl

v = Ax− l .

2.1.5 The Law of Error Propagation

As mentioned above, adjustment techniques have two
main objectives. One task is estimation of optimal pa-
rameter values, but the second task is estimation of
parameter accuracy. The basis for this second task is the
law of error propagation.

In mathematical statistics as well as in adjustment
theory, the measure for the scatter of a random value is
its standard deviation. The meaning of that value shall
be explained with an example.

If we measure a distance d with observation value
of 123.45 m, then this value has to be seen as a ran-
dom sample of an infinite population of observations.
The average value of this infinite quantity of observa-
tions is the so-called expectation value or true value.
A standard deviation of σd = ±2 cm means that the true
but unknown value of the distance d falls, with prob-
ability 67%, in the interval from 123.45 m −2 cm to
123.45 m +2 cm, if normally distributed observations
can be assumed. The standard deviation is a measure
of the average deviation of the observed value from the
theoretical true value. Usually, the standard deviation is
denoted by σ . The square of the standard deviation is
called the variance and is denoted by σ2.

The standard deviation is not identical to the maxi-
mal deviation from the theoretical true value. However,
there exists a rule of thumb for the ratio of both values

maximal deviation ≈ 3 × standard deviation .

The input parameters of an adjustment are observations
which are, in the sense of mathematical statistics, ran-
dom samples of a population. The true value λi of an
observation li is unknown and exists only in theory, but
its standard deviation σi is mostly known. The output
parameters of an adjustment are the parameters x j and
the residual errors vi . Parameters as well as residual er-
rors are functions of the observations and therefore also
random variables.

The law of error propagation describes the prop-
agation of accuracies for linear functions of random
variables. Applying this law to an adjustment, it is
possible to calculate the standard deviations of the un-
known parameters and those of the residual errors.

2.1.6 Error Propagation
for Linear Functions

If we have a linear function of random variables with
the structure

x = f1 · l1 + f2 · l2 +· · ·+ fn · ln ,
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and the standard deviations σ1 . . . σn of the random vari-
ables l1 . . . ln are known, then the standard deviation of
the parameter x can be calculated by the formula

σ2
x = f 2

1 ·σ2
1 + f 2

2 ·σ2
2 +· · ·+ f 2

n ·σ2
n . (2.10)

The simplest case of a linear function is a sum. For
a sum of random variables

x =
n∑

i=1

li = l1 + l2 +· · ·+ ln ,

the formula for the calculation of its standard deviation
is

σ2
x =

n∑
i=1

σ2
i = σ2

1 +σ2
2 +· · ·σ2

n

⇒ σx =
√

σ2
1 +σ2

2 +· · ·+σ2
n .

In the case of a difference, application of (2.10) yields

x = l1 − l2 ⇒ σ2
x = σ2

1 +σ2
2 . (2.11)

Consider Fig. 2.5 as an example. We see our one-
dimensional coordinate system of the previous section.
The control point A is fixed, and we want to calcu-
late the coordinates of the new points by adding the
distances

x1 = xA +d1 ,

x2 = xA +d1 +d2 ,

...

x9 = xA +d1 +d2 +· · ·+d9 .

We now apply the law of error propagation to these
functions and get

σ2
x1 = σ2

d1 ,

σ2
x2 = σ2

d1 +σ2
d2 ,

...

σ2
x9 = σ2

d1 +σ2
d2 +· · ·+σ2

d9 .

0 A
1 2 3 4 5 6 7 8 9

d1 d2 d3 d4 d5 d6 d7 d8 d9

x

Fig. 2.5 Addition of distances

2.1.7 The Importance of Covariances

If we applied the law of error propagation (2.11) to cal-
culate the standard deviation of the difference x8 − x7
and compared the result with the standard deviation of
the distance d8 then we could see that the values are not
identical

σ2
x7 = σ2

d1+σ2
d2+σ2

d3+σ2
d4+σ2

d5+σ2
d6+σ2

d7 ,

σ2
x8 = σ2

d1+σ2
d2+σ2

d3+σ2
d4+σ2

d5+σ2
d6+σ2

d7+σ2
d8 .

Why is this? Does this imply σ2
x8−x7 = σ2

x8 +σ2
x7?

The answer is that we neglected the covariance be-
tween the random values x7 and x8. However, before we
explain calculations with covariances, we want to inter-
pret the standard deviations of the distances di and those
of the coordinates xi . The standard deviations of the
coordinates σxi represent the absolute accuracy of the
coordinates relative to the reference frame. On the other
hand, the standard deviations of the distances σdi rep-
resent the accuracy of the coordinates relative to each
other.

However, what does covariance mean? If two calcu-
lated random values are functions of partially the same
random variable arguments, they are stochastically de-
pendent. The degree of their stochastic dependency is
quantified by their covariance.

The parameters x7 and x8 are stochastically depen-
dent because they are functions of partials of the same
random variables. The distances d1 to d7 are arguments
of both functions; just d8 is an argument of only one of
the two functions.

However, how can we incorporate these depen-
dencies into the error propagation? This problem can
be solved by a generalization of the law of error
propagation. The general form of the law of error
propagation can be represented in matrix notation. If
there is a system of linear equations describing the
functional dependency of parameters x j on the argu-
ments li

x = F · l , (2.12)
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and the standard deviations of the arguments li are
known, then the variances and covariances of the pa-
rameters x j can be calculated by the formula

Cxx = F ·Cll ·FT . (2.13)

In (2.13), the functional matrix F contains the coeffi-
cients of the linear functions. The matrix Cll is called
the covariance matrix of observations and contains the
variances of observations on its principal diagonal and
their covariances on its secondary diagonals which run
from the lower left to the upper right corner. In the
most common case of stochastically independent obser-
vations, Cll is a diagonal matrix. Cxx is the covariance
matrix of the unknown parameters and contains their
variances and covariances

Cll =

⎛
⎜⎜⎜⎜⎝

σ2
l1

σ2
l2

. . .

σ2
ln

⎞
⎟⎟⎟⎟⎠

,

Cxx =

⎛
⎜⎜⎜⎜⎜⎝

σ2
x1 cov(x1, x2) · · · cov(x1, xu)

cov(x1, x2) σ2
x2

...
...

. . .
...

cov(x1, xu) · · · · · · σ2
xu

⎞
⎟⎟⎟⎟⎟⎠

.

Covariance matrices are always quadratic and symmet-
ric.

Now, we want to apply the general law of error
propagation to our example. First, we have to build the
functional matrix F. Because the functions are simple
sums, F contains just the values one and zero

F =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

1 1

1 1 1

1 1 1 1

1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Cll =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

σ2
d1

σ2
d2

σ2
d3

σ2
d4

σ2
d5

σ2
d6

σ2
d7

σ2
d8

σ2
d9

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

In the result of the calculation, we get the covariance
matrix Cxx , which is fully allocated (fully equipped).

Now, we can use elements of Cxx for a further cal-
culation to get the standard deviation of the coordinate
difference x8 − x7. The functional matrix F for that case
is simple again

F =
(
−1 1

)
.

The Cll matrix contains the variances of x7 and x8 as
well as their covariance from the previous calculation

Cll =
(

σ2
x7 cov(x7, x8)

cov(x7, x8) σ2
x8

)
.

If we solve the matrix equation for the general law of
error propagation in a symbolic way then we get the
expression

σ2
x8−x7 = σ2

x7 +σ2
x8 −2 · cov(x7, x8) .

As we can see, this formula which does not neglect the
covariance between dependent random variables yields
the correct result.

2.1.8 Adjustment and Error Propagation

If we consider the calculation formula for the unknown
parameters in an adjustment then we can see that the
parameters are linear functions of the observations,
i. e.,

x = (ATPA)−1ATP︸ ︷︷ ︸
F

· l .
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The expression (ATPA)−1ATP in this formula is
equivalent to the functional matrix F in (2.12). This ap-
proach allows for the application of the law of error
propagation to calculate the covariance matrix of the
unknown parameters.

The basis of further calculations is the empirical
standard deviation of unit weight. The formula for its
calculation is

s0 =
√

vTPv

r
, (2.14)

where v is the residual vector and r is the redundancy.
The redundancy is the number of surplus observations,
equal to the difference between the number of obser-
vations n and the number of unknown parameters u,
i.e.,

r = n −u . (2.15)

The value s0 can be interpreted as the empirical standard
deviation of an observation with weight p = 1.

A standard deviation σ should not be mistaken for
an empirical standard deviation s. A standard devia-
tion is a constant value and an input parameter of an
adjustment calculation, whereas an empirical standard
deviation is a random variable which is estimated as an
output parameter of an adjustment. After an adjustment
calculation, the empirical standard deviation s0 should
be approximately equal to the standard deviation σ0,

Map digitization

Transformation

GNSS

PAI

Local coordinates 

Control points

Global coordinates 

GNSS coordinates 

Improved global Fig. 2.6 PAI workflow for map digi-
tization

which means that the quotient s0/σ0 should be in the in-
terval 0.7–1.3. If s0 is too small, the a priori assumption
of observational accuracy (σi ) was too pessimistic. Too
large a value of s0 often indicates that there is a blunder
among the observations.

The complete derivation of the formula for the co-
variance matrix of unknown parameters is too complex
to be presented here. Therefore, the formula is just
given

Cxx = s2
0 ·Qxx = s2

0 · (ATPA)−1 . (2.16)

2.1.9 Positional Accuracy Improvement
as an Adjustment Problem

In this section we want to give a typical example
for a PAI adjustment problem. First, we consider the
workflow from map digitalization to improved global
coordinates from the point of view of adjustment. Then,
we simplify the example to a one-dimensional problem
and reproduce the process with a concrete calculation.
Figure 2.6 depicts the workflow.

The result of scanning a map is a raster image with
a row–column coordinate system. The coordinates of
specific points (building corners, boundary points, etc.)
are determined in the raster system. On the basis of the
scan resolution, the raster coordinates can be converted
into metrical map coordinates. If the scan resolution
is measured in dots per inch (dpi) then the converting
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form is

xmap = xraster · 0.0254 m

resolution [dpi]
.

The standard deviations and thereby the variances of the
digitized map coordinates are dependent on the scale
factor and the quality of the underlying map. As a rule
of thumb, the standard deviation of a map coordinate
value σmap is about 0.5 mm.

The measured coordinates are random variables,
and they are stochastically dependent because the point
positions on a map result from real-world measure-
ments and plots, both of which were made following
the principle of adjacent points. Therefore, the coordi-
nate values are stochastically dependent, analogous to
the example given in the section above for adjustment
with several unknown parameters.

However, in general, it is impossible to reconstruct
a map history in detail, and therefore the covariances
between digitized coordinates are not known. The out-
come of a digitalization process is an observation vector
lr with map coordinates and a covariance matrix of
these observations Cll with known principal diagonal
but unknown covariances.

2.1.10 Transformation

Map coordinates are transformed into a higher-level
global reference frame. Control points with known
coordinates in the local map coordinate system and
the global reference frame are used to determine the
necessary transformation parameters. The general trans-
formation approach is

xglobal = t +R · xmap , (2.17)

where xglobal is the vector of global coordinates, t is the
translation vector of transformation, R is the rotation

Two data sets (tree and
building) before integration 

Neglected correlations Considered correlations

Fig. 2.7 PAI ne-
glecting and
considering cor-
relations

matrix of transformation, and xmap is the vector of map
coordinates.

As we can see, the global coordinates are linear
functions of map coordinates. Applying the law of er-
ror propagation to (2.17), it is possible to calculate the
standard deviations of global coordinates while their
covariances remain unknown.

2.1.11 GNSS Measurement

For a number of points, global coordinates with higher
accuracy are determined by GNSS measurements. Each
GNSS point yields two redundant coordinates.

Positional Accuracy Improvement
If the global coordinates of a GIS were stochastically
independent, then we could just exchange the less ac-
curate coordinates for more accurate ones. However,
as they are stochastically dependent, such a procedure
would lead to a violation of geometrical neighborhood
relationships.

Figure 2.7 illustrates the necessity to consider
stochastic dependencies between coordinates of adja-
cent points. In the presented example, coordinates with
higher accuracy for the building corners were deter-
mined, but not for the adjacent tree. If the correlations
remain unconsidered and the coordinates of the build-
ing are exchanged, then the tree seems to stand inside
the building after PAI. However, if the stochastic de-
pendencies are considered the tree is shifted with the
building during PAI.

2.1.12 Improving Absolute Geometry

However, how can correlations be quantified and taken
into account? One option is the introduction of artificial
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covariances. These can always be calculated as func-
tions of the distances between two points. The smaller
the distance between two points, the larger their covari-
ance becomes. However, in practice, this approach is
difficult to handle. Often there are more then 100 000
points to be processed, which would lead to extremely
large covariance matrices.

A more practical solution is the introduction of
pseudo-observations. In this approach stochastic de-
pendencies between GIS coordinates are modeled by
coordinate differences. The basis of the determination
of these pseudo-observations is Delaunay triangulation
(Fig. 2.8).

Before triangulation, the point positions are ex-
pressed uniquely by global coordinates. This param-
eterization is exchanged with pseudo observations
generated from coordinate differences of points which
are adjacent in the triangle network. This new parame-
terization is redundant but still consistent (Fig. 2.9).

Now the observation vector lGNSS is extended with
GNSS coordinates of higher accuracy (Fig. 2.10).

This leads to an adjustment problem with the
improved global coordinates as unknown parameters
and the coordinate distances and GNSS coordinates
as observations. The observation equations have the
structure

...

Δxij +vΔx = x j − xi ,

Δyij +vΔy = y j − yi ,

...

xGNSS i +vx = xi ,

yGNSS i +vy = yi .

...

These equations represent the functional model of the
adjustment. The stochastic model is determined by
the weights of the observations, which are functions
of their standard deviations. The standard deviations
of the GNSS coordinates depend on the measurement
procedure applied and on the reproduction accu-
racy of the measured points. A practical value is
σxy = ±2 cm. The standard deviations of the coordi-
nate differences are functions of those of the underlying
map coordinates and of the corresponding point dis-
tances.

We want to explain this with an example. If map
coordinates with standard deviation of σxy = ±1 m are

Fig. 2.8
Delaunay trian-
gulation
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Fig. 2.9 Replacement of point-coordinates by pseudo-observations
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Fig. 2.10 Extension of the observation vector by GNSS coordinates

given, then the formula for the calculation of the stan-
dard deviation of a coordinate difference could be

σΔ = σxy
d

d0
with d0 = 100 m .
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In this case, an observational weight is inversely propor-
tional to the square of the point distance.

The results of adjustment are improved coordinates
for all points and their covariance matrix. The point
accuracy depends then on the distance to the newly
introduced GNSS points.

2.1.13 Improving Relative Geometry

Accuracy improvement of GIS coordinates is not ex-
clusively effected by the introduction of precise global
coordinates. There are also observations describing the

relative geometry between adjacent points; for instance,
it is known that, mostly, walls of buildings are rectan-
gular and parcel limits are straight. Such geometrical
constraints can be modeled by the introduction of corre-
sponding observations. Rectangularity, for instance, can
be expressed by a scalar product. The standard devia-
tion of this scalar product observation can be calculated
by error propagation of the corresponding point coordi-
nates. Because construction workers can build a house
with accuracy of approximately 2 cm, a standard devi-
ation of coordinates of about the same size would be
adequate.

2.2 2-D Datum Transformations

The position of points can be defined in a variety of dif-
ferent local coordinate systems, e.g., in the instrument
system of a total station, the local system of a digi-
tized map, or as pixel coordinates of an orthophoto. In
such a case, usually it is the objective of processing to
determine the coordinates of these points in a global
reference frame. On the other hand, datasets often use
a different datum for point coordinates. In all these cases
it is necessary to transform point coordinates from one
datum into another.

Coordinate transformation can generally be de-
scribed as a mapping of a metric space Rs into another
metric space Rt. The mapping is modeled by a trans-
formation function f (p), where p is the vector of the
transformation parameters, i.e.,

f (p) : Rs → Rt .

In the following, we call the space Rs the start system s,
and Rt the target system t.

Frequently, the transformation parameters are not
known a priori. Then, the parameters have to be de-
termined by a calculation using control points. The
coordinates of the control points are known in both the
start and the target system, whereas the coordinates of
the new points are known only in the start system.

In the majority of cases, the number of control point
coordinates exceeds the number of transformation pa-
rameters to be determined. In such cases, the calculation
of transformation parameters is an adjustment problem.

In the general approach, the control point coor-
dinates in both the start and the target system are
considered as observations. This leads to an adjustment
by a (mostly) nonlinear Gauss–Helmert model, in which
the connection between observations and unknowns is

expressed in an implicit way as

f [(l +v), p] = 0 with l =
(

xs

xt

)
. (2.18)

For simplicity, we will use a Gauss–Markov model with
the coordinates in the target system xt as observations
and the coordinates in the start system as constants, i.e.,

xt +v = f (p, xs) . (2.19)

2.2.1 Centroid Reduction

For several reasons it is appropriate to perform centroid
reduction before the actual transformation calculation
takes place. For the four- and six-parameter approaches,
centroid reduction leads to a diagonal structure of the
normal equation matrix and simple closed forms for
the calculation of the transformation parameters. For
nonlinear approaches, this significantly improves the
condition of the normal equation system. If the distance
between the coordinate origin and coordinate centroid
in the start system is much larger then the size of the
transformed point set, a calculation may become impos-
sible without centroid reduction.

First, the centroid coordinates of the control points
of the start system are calculated as

xc = 1

n

n∑
i=1

xsi , yc = 1

n

n∑
i=1

ysi . (2.20)

Then, the centroid coordinates are subtracted from all
(control points and new points) coordinates of the start
system, thus

x′
si = xsi − xc ,

y′
si = ysi − yc . (2.21)
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The transformation parameters are calculated using the
reduced coordinates of the control points as

p = f (x′
s, xt) . (2.22)

With the now known transformation parameters, the co-
ordinates of the new points in the target system can be
calculated as

xt = f (p, x′
s) . (2.23)

2.2.2 The Four-Parameter (Helmert)
Transformation

The four-parameter transformation is the most common
approach in GIS. It provides four degrees of freedom:
two translations, one rotation, and one scale factor. The
residual equations have the structure

xti +vxi = tx + cos ϕ · s · x′
si − sin ϕ · s · y′

si ,

yti +vyi = ty + sin ϕ · s · x′
si + cos ϕ · s · y′

si , (2.24)

where tx is the translation in x, ty is the translation in y,
ϕ is the rotation angle, and s is the scale factor.

Usually, the expressions cos ϕ · s and sin ϕ · s are
substituted by the variables a and b, which act as un-
knowns in the adjustment calculation. We then get

xti +vxi = tx +a · x′
si −b · y′

si ,

yti +vyi = ty +b · x′
si +a · y′

si . (2.25)

The original coordinates of the start system are substi-
tuted by their centroid-reduced coordinates, thus

xti +vxi = t′x +a · x′
si −b · y′

si ,

yti +vyi = t′y +b · x′
si +a · y′

si .

This approach can also be written in matrix notation as

xt +v = t +Rs · x′
s = t +D · x′

s with t =
(

tx
ty

)
,

D =
(

a −b

b a

)
=
(

cos ϕ · s − sin ϕ · s

sin ϕ · s cos ϕ · s

)
.

For the calculation of the translation parameters, it is
necessary to determine also the control point centroid
coordinates in the target system. The parameters tx and
ty can then be calculated directly as differences of the
control point centroid coordinates between the start and
the target system, i.e.,

tx = xtc − xsc ,

ty = ytc − ysc . (2.26)

The substituted parameters a and b are calculated from
the reduced control point coordinates in the start system
and the control point coordinates in the target system as

a =
∑(

x′
si xti + y′

si yti
)

∑(
x′

si
2 + y′

si
2) ,

b =
∑(

x′
si yti + y′

si xti
)

∑(
x′

si
2 + y′

si
2) . (2.27)

The target coordinates of the new points can now be
calculated by inserting the reduced start coordinates into
(2.25).

By converting (2.25) and inserting the start and tar-
get coordinates of the control points, we are able to
calculate the residuals as

vxi = tx +a · x′
si −b · y′

si − xti ,

vyi = ty +b · x′
si +a · y′

si − yti . (2.28)

A general value for the evaluation of the achieved ac-
curacy is the empirical standard deviation σ̂0 of the
observed target coordinates. This value can be calcu-
lated from the residuals as

σ̂2
0 = vTv

2np −4
=
∑(

v2
xi +v2

yi

)

2np −4
,

σ̂0 =
√

σ̂2
0 , (2.29)

where np is the number of control points.
By variance propagation, the empirical variances of

the transformation parameters can now be calculated as

σ̂2
tx = σ̂2

ty = σ̂2
0

np
, (2.30)

σ̂2
a = σ̂2

o = σ̂2
0∑(

x′
s
2 + y′

s
2) . (2.31)

With these values, the empirical variances (and
thereby standard deviations) of the transformed new
point coordinates in the target system can be calculated
as

σ̂2
xt = σ̂2

yt = σ̂2
tx + σ̂2

a · (x′
s
2 + y′

s
2)

,

σ̂xt = σ̂yt =
√

σ̂2
xt . (2.32)

The standard deviations of the transformed coordinates
are dependent on the distance to the centroid in the start
system. This is due to the influence of the uncertainty of
the rotation parameter, which grows with this distance.
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Sometimes, the rotation angle ϕ and the scale factor
s are required, not just the substituted unknowns a and
b. These values can be derived from a and b as

ϕ = arctan
b

a
,

s =
√

a2 +b2 .

2.2.3 Six-Parameter (Affine)
Transformation

The six-parameter transformation, like the four-
parameter transformation, is a linear adjustment prob-
lem. Also here, the transformation parameters can be
calculated by simple sum formulas. This approach pro-
vides six degrees of freedom: two translations, two
rotations, and two scale factors. The residual equations
have the following structure

xti +vxi = tx + cos ϕx · sx · x′
si − sin ϕx · sx · y′

si ,

yti +vyi = ty + sin ϕy · sy · x′
si + cos ϕy · sy · y′

si ,

(2.33)

where tx is the translation in x, ty is the translation in y,
ϕx is the rotation angle of the x-axis, ϕy is the rotation
angle of the y-axis, sx is the scale factor in x, and sy is
the scale factor in y.

The expressions cos ϕx · sx , sin ϕx · sx , cos ϕy · sy,
and sin ϕy · sy can be substituted by the variables a–d,
which act as unknowns in the adjustment calculation.
We then get

xti +vxi = tx +a · x′
si +b · y′

si ,

yti +vyi = ty + c · x′
si +d · y′

si . (2.34)

This approach can also be written in matrix notation as

xt +v = t +Rs · x′
s = t +D · x′

s with t =
(

tx
ty

)
,

D =
(

a b

c d

)
=
(

cos ϕx · sx − sin ϕx · sx

sin ϕy · sy cos ϕy · sy

)
.

(2.35)

As in the four-parameter approach, the parameters tx
and ty are directly calculated as differences of the con-
trol point centroid coordinates between the start and the
target system as

tx = xtc − xsc ,

ty = ytc − ysc .

The substituted parameters a–d are calculated from the
reduced control point coordinates in the start system and
the control point coordinates in the target system using

a =
∑

x′
si xti∑
x′

si
2

, b =
∑

y′
si xti∑
y′

si
2

,

c =
∑

x′
si yti∑
x′

si
2

, d =
∑

y′
si yti∑
y′

si
2

. (2.36)

The target coordinates of the new points can now be
calculated by inserting the reduced start coordinates into
(2.36).

By converting (2.17) and inserting the start and tar-
get coordinates of the control points, we are able to
calculate the residuals as

vxi = tx +a · x′
si +b · y′

si − xti ,

vyi = ty + c · x′
si +d · y′

si − yti . (2.37)

The empirical standard deviation σ̂0 of the observed tar-
get coordinates can be calculated by (2.12), analogous
to the four-parameter transformation.

Variance propagation provides the empirical vari-
ances of the transformation parameters as

σ̂2
tx = σ̂2

ty = σ̂2
0

np
, (2.38)

σ̂2
a = σ̂2

c = σ̂2
0∑
x′

s
2

, (2.39)

σ̂2
b = σ̂2

d = σ̂2
0∑
y′

s
2

. (2.40)

With these values, the empirical variances (and thereby
the standard deviations) of the transformed new point
coordinates in the target system can be calculated as

σ̂2
xt = σ̂2

tx + σ̂2
a · x′

s
2 + σ̂2

b · y′
s
2
, σ̂xt =

√
σ̂2

xt ,

(2.41)

σ̂2
yt = σ̂2

ty + σ̂2
c · x′

s
2 + σ̂2

d · y′
s
2
, σ̂yt =

√
σ̂2

yt .

(2.42)

Also here, the standard deviations of the transformed
coordinates are dependent on the distance to the cen-
troid in the start system.

The rotation angles ϕx and ϕy as well as the scale
factors sx and sy can be derived from a–d as follows

ϕx = arctan
b

a
, ϕy = arctan

d

c
, (2.43)

sx =
√

a2 +b2 , sy =
√

c2 +d2 . (2.44)
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2.2.4 Three-Parameter Transformation

Unlike the four- and six-parameter approaches, the
three-parameter transformation is a nonlinear adjust-
ment problem. The solution is found through an
iterative process by applying Newton’s method. At the
start of the iteration process, approximate values for
the transformation parameters are needed. These ap-
proximate values can easily be obtained by performing
a linear four-parameter transformation.

The three degrees of freedom here are two transla-
tions and one rotation. A scale factor is not modeled.
The residual equations have the structure

xti +vxi = tx + cos ϕ · x′
si − sin ϕ · y′

si ,

yti +vyi = ty + sin ϕ · x′
si + cos ϕ · y′

si . (2.45)

In general, we can say that the vector of the adjusted
control point coordinates is a function of the parameter
vector (the coordinates in the start systems are con-
stants), i.e.,

xt +v = f (p) . (2.46)

In the considered case, f (p) is a nonlinear function,
therefore f (p) has to be linearized. The linearization
is done by developing f (p) in a Taylor series of degree
one as

xt +v = f (p0)+ d f

dx
· (p− p0︸ ︷︷ ︸

Δp

) . (2.47)

In this expression, p0 is the vector of the proxim-
ity parameters. The vector Δp contains the substitute
unknowns. To get the substitute observations, we rear-
range expression (2.47) to

xt − f (p0)︸ ︷︷ ︸
x̃

+v = d f

dx
·Δp . (2.48)

In this form, x̃ is the vector of the substitute observa-
tions. Its elements are

x̃ti = xti − t0
x − cos ϕ0 · x′

si + sin ϕ0 · y′
si ,

ỹti = yti − t0
y − sin ϕ0 · x′

si − cos ϕ0 · y′
si . (2.49)

The linearized residual equations are then

x̃ti +vxi = Δtx − (sin ϕ0 · x′
si + cos ϕ0 · y′

si

) ·Δϕ ,

ỹti +vyi = Δty + (cos ϕ0 · x′
si − sin ϕ0 · y′

si

) ·Δϕ .

(2.50)

The overdetermined equation system (2.50) can now be
solved by using the rules of nonlinear Gauss–Markov
model adjustment.

2.2.5 Five-Parameter Transformation

Like the three-parameter transformation, the five-
parameter transformation is a nonlinear adjustment
problem. The degrees of freedom are two translations,
one rotation, and two scale factors. The nonlinear resid-
ual equations are

xti +vxi = tx + (cos ϕ · x′
si − sin ϕ · y′

si

) · sx ,

yti +vyi = ty + (sin ϕ · x′
si + cos ϕ · y′

si

) · sy . (2.51)

The equations for the substitute observations are

x̃ti = xti − t0
x − (cos ϕ0 · x′

si + sin ϕ0 · y′
si

) · s0
x ,

ỹti = yti − t0
y − (sin ϕ0 · x′

si − cos ϕ0 · y′
si

) · s0
y .

(2.52)

The linearized residual equations are

x̃ti +vxi = Δtx − (sin ϕ0 · x′
si + cos ϕ0 · y′

si

)· s0
x·Δϕ

+ (cos ϕ0 · x′
si − sin ϕ0 · y′

si

)·Δsx ,

ỹti +vyi = Δty + (cos ϕ0 · x′
si − sin ϕ0 · y′

si

)· s0
y·Δϕ

+ (sin ϕ0 · x′
si + cos ϕ0 · y′

si

)·Δsy . (2.53)

Like the three-parameter transformation, the overdeter-
mined system of the linearized residual equations (2.53)
can be solved with by Gauss–Markov model adjust-
ment.

2.2.6 Conformal Transformation
with Complex Polynomials

A map is called conformal (or angle preserving) if it
preserves oriented angles between curves with respect
to their orientation (i. e., not just the acute angle). Con-
formal maps preserve both angles and the shapes of
infinitesimally small figures, but not necessarily their
size [2.3] (Chap. 8).

Many projections used in GIS are conformal map-
pings of a double-curved reference surface (ellipsoid or
sphere) into a plane. Examples are the Universal Trans-
verse Mercator (UTM), Gauss–Krüger, stereographic
or Lambert projection. Frequently, the task is a da-
tum transformation of point sets whose coordinates are
given as a conformal projection. The classical approach
for the solution of this task is a three-dimensional
(3-D) seven-parameter transformation (Fig. 2.11). For
this purpose, the projected coordinates have to be
converted into 3-D geocentric Cartesian coordinates.
A prerequisite for that conversion is the knowledge of
the ellipsoidal heights of the control points in both the
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Fig. 2.12 Workflow of a 2-D confor-
mal transformation

start and the target system. Figure 2.11 shows the work-
flow of this transformation.

An alternative to this lengthy approach can be a 2-D
conformal transformation (Fig. 2.12). This approach di-
rectly maps the conformal coordinates xs, ys of the
start system into the coordinates xt, yt in the target sys-
tem.

The underlying idea of this approach is the math-
ematical rule that the analytical function of a complex
variable is a conformal mapping. One class of analytical
functions is the polynomials. This means that a Taylor
series developing a complex variable always results in
a conformal mapping

zt = α0 +α1 · zs +α2 · z2
s +α3 · z3

s +· · ·+αn · zn
s .

(2.54)

We express the coordinates of our control points xs, ys,
xt, and yt as complex numbers

z′
s = x′

s + y′
si ,

zt = xt + yti . (2.55)

Then, we develop zt as a polynomial function of z′
s of

degree one, i.e.,

zt = α0 +α1 · zs . (2.56)

If we expand expression (2.54) then we get

xt + yti = Re(α0)+ Im(α0)i

+[Re(α1)+ Im(α1)i] · (x′
s + y′

si
)

= Re(α0)+ Im(α0)i

+Re(α1) · x′
s − Im(α1) · y′

s

+ [Im(α1) · x′
s +Re(α1) · y′

s

]
i . (2.57)

After separation of the real and imaginary parts we get
the equations for the coordinates xt and yt as

xt = Re(α0)+Re(α1) · x′
s − Im(α1) · y′ ,

yt = Im(α0)+ Im(α1) · x′
s +Re(α1) · y′ . (2.58)

If we compare (2.58) with (2.8), we see that the
four-parameter transformation is just a special case of
complex transformation polynomials, namely the case
of degree one. The components of α0 are identical to
the components of the translation vector t, whereas the
components of α1 are identical to a and b.

In the four-parameter approach, the rotation and
scale factor are constant over the whole area under con-
sideration. However, if we transform large areas, e.g.,
the size of a country, this assumption is not valid any-
more. In that case, the rotation angle and scale factor are
functions of the point coordinates. To be able to model
this property, it is necessary to extend the complex
transformation polynomial to elements of higher order.

The necessary degree of development depends on
several factors, especially on the area size. The cal-
culated elements of the polynomial can be tested for
significance by using Student’s t-test [2.4].

The adjustment approach is presented here for the
example of a polynomial of degree two. The exten-
sion to higher degrees works analogously. The residual
equations have the structure

xti +vxi = Re(α0)+Re(α1) · x′
s

− Im(α1) · y′ +Re(α2) ·Re
(
z′

s
2)

− Im(α2) · Im
(
z′

s
2)+· · · ,

yt +vyi = Im(α0)+ Im(α1) · x′
s

+Re(α1) · y′ + Im(α2) ·Re
(
z′

s
2)

+Re
(
α2
) · Im(z′

s
2)+· · · (2.59)
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As we can see, the equations are linear. The coefficients
are the real and imaginary parts of the powers of z′

s.
The unknowns are the real and imaginary parts of the
values αi . The unknowns can be calculated by a linear
Gauss–Markov adjustment calculation.

2.2.7 Modeling of Correlations

A special problem in the integration of spatial data
is distance-dependent correlations among coordinates
within one dataset. This subsection discusses the rea-
son for these correlations and shows how they can be
modeled in an adjustment approach. It is shown that
techniques such as proximity fitting, rubber sheeting,
and constraint management can be traced back to the
same adjustment problem.

2.2.8 Reasons for Correlations

In the pre-GNSS era, measurements were done fol-
lowing the principle of neighborhoods. Trigonometric
networks were calculated from large to small. Manual
mapping was done in the same manner. These circum-
stances led to the fact that coordinates originating from
digitized paper maps or classical terrestrial surveys show
distance-dependent correlations. In other words, one can
say that the relative accuracy of two neighboring points
is higher then their absolute accuracy relative to the ref-
erence frame. This fact can be expressed in the following
equation by the covariance of two coordinate values

Δx = xB − xA ,

σΔx =
√

σ2
ΔxA

+σ2
ΔxB

−2 · cov(xA, xB)

with cov(xA, xB) �= 0 . (2.60)

The quotient of the covariance cov(xA, xE) and the stan-
dard deviations of the coordinates σA and σE represents
the correlation coefficient of the coordinate values xA
and xE, i.e.,

ρxA,xB = cov(xA, xB)

σA ·σB
. (2.61)

The correlation coefficient always has a value between
−1 and 1. In the case of the considered coordinates,
ρxA,xB is a function of the distance between point A and
B with a codomain between 1 and 0 (Fig. 2.13).

As we can see, the correlation grows as the dis-
tance gets smaller, and it converges towards zero as the
distance gets longer.

Many of the problems regarding integration of dif-
ferent GIS datasets are caused by these distance-depen-

1

ρ

d

Fig. 2.13 Correlation coefficient as a function of distance

dent correlations. If they did not exist, all discrepancies
accruing in the control points after a datum transforma-
tion could be considered as random errors. It would be
enough to average them, whereas all new points could
keep their transformed coordinates.

However, because of the existence of distance-
dependent correlations, it is necessary to account for
them during the integration process. A simple transfor-
mation approach is not adequate in many cases. The
mapping model has to be extended, otherwise local ge-
ometrical relationships of neighboring points would be
violated.

Several approaches exist to model these correla-
tions. Some of them are presented and discussed in the
following.

Because the genesis of coordinates can almost never
be completely reconstructed, all modeling approaches
are based on hypotheses. For this reason, there is never
only one possible approach. It has to be decided for the
individual case which model is appropriate.

2.2.9 Rubber Sheeting

Several GIS provide rubber-sheeting tools for confla-
tion of different vector datasets. The basic idea of most
of these tools is a six-parameter affine transformation
applied on single triangles of a triangulated irregular
network (TIN) (Chap. 9). The triangles are the result
of Delaunay triangulation over the control points in the
start system. The six-parameter approach provides, for
three control points, a unique solution. For this reason,
no discrepancies occur in the control points. The re-
sult is an individual set of transformation parameters
for each triangle in the network. All new points lying in
a particular triangle are subsequently transformed using
the parameters belonging to that triangle (Fig. 2.14).

In many cases this model is adequate, but it also has
disadvantages. The coordinates of the target system are
considered to be correct. So, it is not possible to con-
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New points Control points

Fig. 2.14 Principle of rubber sheeting

flate two datasets where the coordinates in the start and
the target system are of limited accuracy. Because of
the unambiguousness of the solution, it is not possible
to detect blunders. Blunders are directly propagated to
the new point coordinates. Also, geometrical constraints
such as collinearities, rectangularities or parallelisms
are not retained.

2.2.10 Stochastic Modeling

A further option to model distance-dependent corre-
lations is their direct calculation with a hypothetic
function ρ(d). Examples for such a function are

ρ(d) = 1

1+d/d0
or ρ(d) = 1

1+ (d/d0)
2

. (2.62)

In these functions, d is the distance and d0 is a con-
stant value. Clearly, ρ(0) = 1 and ρ(∞) = 0 apply. The
hypothetic function as well as the correlation and the
standard deviations of the point coordinates lead to the
covariances of the coordinates

cov(xA, xB) = σxA ·σxB ·ρA,B . (2.63)

The covariances are collated in the covariance ma-
trix Cxx . This covariance matrix is introduced in an
adjustment process for the calculation of the transfor-
mation parameters and is also used for the propagation
of the residuals to the coordinates of the new points.
During an adjustment calculation, Cxx has to be in-
verted. However, in practice the matrix Cxx can get very
large, which leads to an enormous calculation effort. For
this reason the stochastic modeling approach is more
of a theoretical proposal than a method applicable in
practice.

2.2.11 Functional Modeling

Distance-dependent correlations originate from obser-
vations between neighboring points. In most cases, the
original observations are not known, or their acquisition
would require an indefensible effort. These problems
can be solved by the introduction of artificial observa-
tions.

The introduction of these artificial observations is
done after the datum transformation. The results of the
datum transformation are the coordinates of all points
in the target system as well as the coordinate residu-
als for the control points. Those residuals are caused
by random errors and distance-dependent correlations.
To be able to model the correlations, the transformation
approach is now extended by a further step: proxim-
ity fitting. For this purpose, artificial observations are
introduced between points of the start system.

An easy approach is distance-dependent distribution
of coordinate residuals. For each new point, a weighted
average of coordinate residuals is calculated and applied
to its coordinates. The particular weights for the aver-
age calculation are functions of the distance between
the new point and the neighboring control points, i.e.,

pi = d0

di
or pi =

(
d0

di

)2

or pi =
(

d0

di

)3/2

.

(2.64)

The result is identical to that of an adjustment calcu-
lation with coordinate difference observations between
the new and the control points. It is advantageous that
the adjustment for each new point can be calculated

Fig. 2.15 Observation topology of distance-dependent av-
eraging
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Fig. 2.16 Before and after the application of rectangularity
constraints

separately, which leads to very small calculation effort
(Fig. 2.15).

A disadvantage of this approach is the absence of
a direct link between the topology of observations and
the real neighborhood relationship of points. The method
fails if additional observations are introduced into the
adjustment model. Such configurations may lead to sig-
nificant violations of local geometry relationships.

Figure 2.16 shows the situation before and after
the introduction of rectangularity observations in the
adjustment. The rectangularity observations result in
a change of the building geometry, while the tree in
the lower-left corner keeps its position. The reason for
this behavior is the nonmodeled neighborhood between
the building corner and the tree. As a result the tree is
situated inside the house.

A better way of creating an observation topology is
Delaunay triangulation of all points (control and new
points) of the considered dataset. The triangle edges are
the carriers of neighborhood information. Along the tri-
angle edges, artificial coordinate distance observations
are generated (Fig. 2.17).

In this approach the neighborhood relationships are
modeled directly. Further observations such as geomet-

Fig. 2.17 Topology of observations (edges) of a Delaunay
triangulation

rical constraints can be introduced into the adjustment
without problems. It is disadvantageous that all point
coordinates have to be introduced as unknowns in the
same adjustment, which can lead to a very large normal
equation matrix. Therefore the solution of sophisticated
geometrical data integration problems requires special
software.

2.2.12 Modeling of Point Identities

There are two methods to model point identities, in
which the identity information is expressed either topo-
logically or geometrically. The most common method
is topological modeling of identities by introducing the
same point identifier to corresponding points in differ-
ent datasets. However, this method can lead to problems
because of inevitable point confusions. Confusions only
indirectly affect the residuals of corresponding obser-
vations. To eliminate such confusion, it is necessary to
disfuse points by the generation of new point objects,
whereby referential integrity requirements have to be
observed.

Geometrical modeling of point identities is an alter-
native approach. An identity observation is introduced.
This means that a coordinate difference with value zero
is observed between two potentially identical points in-
stead of assigning a common identifier. The square sum
of the residuals of such an identity observation is χ2

distributed and can be tested for significance. Misiden-
tifications can easily be detected and then eliminated.

Figure 2.18 shows the principle of a point identity
observation. It is a relative measurement between two
points with different point numbers. The point identity
is weighted with a standard deviation derived from con-
nected observations (e.g., map accuracy). It reacts like
a rubber band (see the left part of Fig. 2.18) with elas-
ticity corresponding to its weight and can be analyzed
like all other observations. Unreliable measurements
can easily be removed without violating the topology.

Digi1–125

FP2–1016

FP2–1016
Digi1–125

Fig. 2.18
Handling of
point identities
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If all remaining point identities are reliable, their stan-
dard deviation is fixed (set to zero) and the connected
points get the same coordinates (see the right part of
the figure). Finally, the points can be fused by a GIS to
obtain a topology without redundancies.

2.2.13 Geometrical Constraints,
Known Relative Geometry

Sometimes, conflation of the coordinates of different
datasets is not the only task. Additionally, geometrical
constraints may have to be retained or known values
such as distances, aligning bases, and so on be consid-
ered.

Typical geometrical constraints are the rectangular-
ity of buildings, the collinearity of boundary points, or
the parallelism of waysides.

All these constraints can be expressed by either
a scalar product or a cross-product of two vectors. The
vector components in this case are the coordinate dif-
ferences of the points involved in the target system,
i.e.,

vAB =
(

ΔxAB

ΔyAB

)
=
(

xB − xA

yB − yA

)
, (2.65)

where rectangularity is expressed as

vAB ·vBC
!= 0 , (2.66)

collinearity as

|vAB ×vBC| != 0 , (2.67)

and parallelism as

|vAB ×vCD| != 0 . (2.68)

In theory, there are two options to model these con-
straints in the adjustment approach. The first option is
the formulation of restriction equations of unknowns.
These equations force strict compliance with the con-
straints. However, this method has two disadvantages.

Rectangularity Collinearity Parallelism

A

B C A B C

A B

C D

Fig. 2.19 Geometrical constraints

Firstly, the normal equation matrix grows with each
constraint by one row or column, which leads to enor-
mous inflation of the calculation. Secondly, it is not
possible to check particular constraints for plausibility.
Constraints are often detected by automated snooping
algorithms that are not completely error free. There-
fore, it is important to detect erroneously identified
constraints.

A better approach is the formulation of constraints
as observations. The observation is in all cases zero. As
an example, the residual equation for a rectangularity
constraint is given by

0+v = (xA − xB)(xC − xB)+ (yA − yB)(yC − yB) .

(2.69)

This approach does not influence the dimension of the
normal equation matrix. On the other hand, the normal-
ized residual of each observation can be used as a test
value for an outlier test.

The weight for the constraint observation is calcu-
lated by variance propagation from the coordinates to
the observation value.

Analogously to the constraint observations, known
measurements such as lengths and widths of buildings,
widths of streets, distances between objects, and so on
can be introduced into the adjustment calculation.

2.2.14 Matching and Constraint Snooping

A prerequisite for application of adjustment techniques
for spatial data integration is knowledge about iden-
tical objects in the relevant datasets. This subsection
describes how identical objects in different datasets can
automatically be detected. It will be shown how identity
information can be modeled by identity observations.
The basics of statistical test theory will be given. Fur-
thermore, it will be shown that matching and adjustment
interact in an alternating iterative process.

2.2.15 Topology and Extraction
of Subgraphs

Each vector dataset can be considered as a graph. Ac-
cording to the general definition, a graph is a special
case of a topology, containing a set of two-valued sub-
sets called edges defined on a basic set of vertices [2.5]
(Chap. 10). The graph itself contains no geometric in-
formation at all. Even if the particular vertices have
geometrical properties (coordinates), the topological in-
formation of the graph is invariant to transformations
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Vertex Edge Corner Polygon

Fig. 2.20 Example of subgraphs

of this geometry. Prerequisites for this behavior are
a unique object identifier for each vertex and nonredun-
dant storage of the geometry in the data model.

However, in most GIS, a vertex is identified by its
coordinates and stored redundantly in the geometry of
several lines or shapes. To be able to use graph operators
it is necessary to reconstruct the topological information
from such geometry.

Graph operators are helpful tools to find identical
objects in different vector datasets. Each object in a vec-
tor dataset can be seen as a subgraph. A special case of
a subgraph is a single vertex. Simple matching oper-
ators work on the basis of vertex identities. However,
for complex vector datasets, the results of such oper-
ators are often ambiguous. To get unique results, it is
necessary to use subgraphs of higher complexity. The
higher the complexity of the subgraphs used, the lower
the probability of ambiguities in the matching results.
Figure 2.20 shows some examples of subgraphs.

With graph operators, subgraphs of the same type
can be extracted from the two datasets to be matched. In
a second step, their geometrical properties are compared
and tested for identity. A very efficient approach for ex-
traction of subgraphs with defined structure is the use of
adjacency tensors. These tensors result from a sequence
of tensor products of the graph’s adjacency matrix with
itself.

2.2.16 Geometrical Parameterization
of Subgraphs

Identified subgraphs contain no geometrical informa-
tion. However, to be able to test pairs of them for
identity, it is necessary to quantify their geometrical
properties. In general, one can distinguish between
datum-dependent and datum-independent parameteri-
zation of their geometry.

First we consider the datum-dependent approach.
A prerequisite for datum-dependent matching is that the
vector datasets to be compared have to be in the same
datum. Datum-dependent parameterization uses the co-
ordinates of the vertices involved, or functions of them.
The simplest approach is direct use of coordinates. Us-
ing a vertex subgraph, one pair of coordinate tuples

has to be compared; at an edge, two tuples have to be
compared; at a corner, three tuples; and so on.

However, often a coordinate comparison is not ap-
propriate, as illustrated in Fig. 2.21. If we compare the
corner of the building with the boundary corner we find
that not all coordinate tuples of the involved vertices of
the corners are identical. The same geometric fault is
valid for the comparison of the building edge with the
boundary edge.

In geometry, a linear point set can be given as a line
segment, ray or line. The geometrical parameterization
of these features is different. A line segment is simply
parameterized by the coordinates of its end points

gline segment =
(

xA yA xB yB

)
T , (2.70)

where gline segment is the vector of the geometrical pa-
rameters. A ray can be parameterized by the coordinates
of its start point and a normalized direction vector as

gray =
(

x y dx dy

)
T . (2.71)

Note that the covariance matrix of gray is singular
because of the overparameterization of the direction.
However, this overparameterization provides the ad-
vantage that the direction can be expressed without
discontinuities. A line can be parameterized by its nor-
mal form nx−d = 0, where n is the normal vector of
the line, x is the position vector of a point of the line,
and d is the orthogonal distance between the line and
the coordinate origin. Then, the parameter vector gline
contains the components of the normal vector and the

Fig. 2.21 Matching of corners and edges

Line segment LineRay

Fig. 2.22 A linear point set
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d1 d2 d3

α1

α2

Fig. 2.23
Datum-
independent
parameterization
of a polygon

translation parameter d, i.e.,

gline =
(

nx ny d
)

T . (2.72)

Analogously to the ray exposition, gline is overparame-
terized and its covariance matrix is singular.

Subgraphs of different types can be parameter-
ized by a combination of line segment, ray, and line
parameterization. Each corner in Fig. 2.23 would be pa-
rameterized by one point and two normalized direction
vectors as

gcorner =
(

x y d1x d1y d2x d2y

)
T . (2.73)

The search for control points that are necessary for
a transformation leads to the identification of identical
objects in different vector datasets which are not refer-
enced to the same coordinate reference system. In such
cases, the parameterization of the subgraphs must be
done independent from the coordinate reference system.
Let us take a closer look at the example of the polygon
in Fig. 2.23. The inner geometry of this subgraph can be
described by two angles and three distances.

Then, the parameter vector has the form

gpolygon =
(
α1 α2 d1 d2 d3

)
T . (2.74)

2.2.17 Search for Candidates

The aim of matching is to find subgraphs with iden-
tical geometrical parameter vectors in different vector
datasets. However, if we think of corners, for instance,
the number of extracted subgraphs can get very large.

Fig. 2.24 Extracted corners

Figure 2.24 demonstrates that a simple junction of
four edges leads to six corners. The total number of
corners in a dataset can easily reach several hundred
thousand.

If each parameter vector of one dataset is compared
with each parameter vector of the other dataset, the
number of comparisons increases with the square of the
number of parameter vectors, i.e.,

comparisons = n
n −1

2
.

So, 100 000 corners require about 5 × 109 comparisons.
With 500 000 corners, the number would reach about
1011. Such a procedure results in unacceptably long
computing time.

An appropriate approach is the application of k d-
trees. In the case of a corner with six geometrical
parameters, a 6d search tree is created. In this tree
a search is performed in a k-dimensional window. In
a well-balanced tree, the number of compare operations
is the logarithmic function

comparisons ≈ logdn .

Using a k d-tree, 100 000 corners require only seven
comparisons, while the number reaches eight with about
500 000 corners (Chap. 3).

In any case a k d window search results in a set
of matching candidates. Whether one or more of them
are identical in the start parameter vector can only be
decided by the application of a statistical test.

2.2.18 Statistical Tests

To be able to test the parameter vectors g1 and g2 for
identity, it is necessary to know their stochastic proper-
ties. The elements of g1 and g2 are random values. The
elements inside one of these vectors are algebraically
correlated because they are functions of the same set
of random values – the coordinates of the involved ver-
tices. The stochastic properties of the parameter vector
elements are quantified by their covariance matrices
Cgg1 and Cgg2.

These covariance matrices can be calculated by
variance propagation from the coordinates to the param-
eters. First, the parameters have to be expressed as linear
functions of the coordinates, i.e.,

g = Fx . (2.75)

Then, the covariance matrix of the parameters results as

Cgg = F ·Cxx ·FT . (2.76)
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The distance between the vertices involved in a sub-
graph (e.g., a corner) is mostly quite small. Therefore,
it seems reasonable to consider the distance-dependent
correlations between these vertices. In that case, the
secondary diagonal elements of Cxx are not zero. The
hypothetic covariances can be calculated from (2.62)
and (2.63).

In general, a statistical test consists of the following
steps.

1. Stating a null hypothesis.
2. Stating an alternative hypothesis.
3. Calculating a test value.
4. Calculating a critical value.
5. Making the test decision.

In our case, the null hypothesis is the identity in the
comparison

H0 : g1 = g2 . (2.77)

The alternative hypothesis is the disparity of the param-
eter vectors, i.e.,

Halt : g1 �= g2 . (2.78)

The test value is always a random value with a known
distribution function. From the null hypothesis, we can
conclude that the difference vector of both parameter
vectors is zero, i.e.,

d = g1 − g2 = 0 . (2.79)

The elements of the difference vector d are correlated
random values. Its covariance matrix Cdd is calculated
by variance propagation as

Cdd = Cgg1 +Cgg2 . (2.80)

With this covariance matrix, we are able to calculate
a quadratic form with known χ2 distribution as

χ2 = dTC−1
dd d . (2.81)

If the subgraph is overparameterized – for instance, the
case with directions expressed as normalized vectors –
then the covariance matrix of the parameters is singular.
In that case, an infinite number of inverse matrices ex-
ist. This problem can be solved if the pseudoinverse C+

dd
of Cdd is used, which is exactly the inverse with mini-
mal trace. For this purpose, Cdd might be rendered with
its eigenvectors of eigenvalue zero. In the case of a nor-
malized direction vector, the eigenvector is identical to
the direction vector itself.

The value χ2 is χ2 distributed, whereby the number
of degrees of freedom is identical to the rank of Cdd . In

the case of a corner parameterized with a coordinate tu-
ple and two direction vectors, the number of parameters
is six but the rank of Cdd is just four. If the same cor-
ner is parameterized by three coordinate tuples then Cdd
has the full rank of six.

The critical value χ2
c is a function of the number of

degrees of freedom and the significance level α. Com-
mon α values are 1% and 5%. The comparison of χ2

with χ2
c leads to the test decision.

If χ2 < χ2
c , then we accept the null hypothesis,

therefore g1 and g2 are identical.
If χ2 > χ2

c , then we reject the null hypothesis in fa-
vor of the alternative hypothesis, therefore g1 and g2 are
not identical.

After testing all matching candidates, in principle,
three results are possible.

1. No candidate was accepted as identical.
2. Exactly one candidate was accepted as identical.
3. More than one candidate was accepted as identical.

Solution 3 is ambiguous. In that case, all candidates
should be rejected.

2.2.19 Search for Geometrical Constraints

Frequently, it is advisable to keep geometrical con-
straints during the adjustment calculation. It was shown
in Sect. 2.2 how these constraints can be modeled by
observations. However, before constraints can be intro-
duced in an adjustment calculation, one has to know
where they occur. In the same way that subgraphs of
different datasets can be used to find related subgraphs,
they can also be used within one dataset to find geomet-
rical constraints. This is shown here with the example
of rectangularity and collinearity constraints.

If a corner subgraph is parameterized by three co-
ordinate tuples, then it can easily be tested whether the
related vectors of coordinate differences are either rect-
angular or collinear. In the case of rectangularity, its
scalar product has to be zero, i.e.,

vAB ·vBC =̂ sp
!= 0 . (2.82)

The scalar product sp is a function of the related coor-
dinates as

sp = f (g)

= (xA − xB)(xC − xB)+ (yA − yB)(yC − yB) .

(2.83)

It is a normally distributed random value whose
standard deviation can be calculated by variance propa-
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Fig. 2.25 Matching and adjustment in
an event-driven process chain

gation as

σ2
sp = F ·Cgg ·FT with F = dsp

dg
. (2.84)

Note that the covariance matrix of the related coordi-
nates Cgg has nonzero secondary diagonal elements if
distance-dependent correlations were modeled. With sp
and σsp, a test value u can be calculated as

u = sp

σsp
, (2.85)

where u is normalized and normally distributed (u ∼
N(0, 1)). The null hypothesis is that u is equal to zero,
i.e.,

H0 : u = 0 . (2.86)

The alternative hypothesis is that u is not equal to zero,
which means that the test is a two-sided problem, i.e.,

Halt : u �= 0 . (2.87)

The critical value uc is a function of the significance
level α. It is calculated as the inverse of the distribution
function of the normalized normal distribution as

uc = ±Φ−1
(α

2

)
. (2.88)

Common α values are 1% or 5%. Comparison of u with
uc leads to the test decision.

If u < uc, then we accept the null hypothesis, there-
fore u is zero, and the vectors are rectangular.

If u > uc, then we reject the null hypothesis in favor
of the alternative hypothesis, therefore u is not zero, and
the vectors are not rectangular.

In the case of collinearity, the length of the cross-
product of the vectors has to be zero, i.e.,

|vAB ×vBC| =̂ cp
!= 0 . (2.89)

The length of the cross-product cp is a function of the
related coordinates through

cp = f (g)

= (xA − xB)(yC − yB)− (yA − yB)(xC − xB) .

(2.90)

Like sp, also cp is normal distributed and can be tested
for significance in the same way.

2.2.20 Interaction of Matching
and Adjustment

Frequently, matching and adjustment are seen as com-
pletely independent processes. However, this view
does not reflect reality. In fact, both processes in-
teract. Datum-independent matching provides control
points for the transformation. The transformation it-
self is an adjustment problem. After georeferencing,
datum-dependent matching and a search for geometrical
constraints can be accomplished. Results are additional
identity constraint observations. With these observa-
tions, the observation vector of the adjustment can
be extended, and a further adjustment calculation can
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be performed. The adjustment result gives informa-
tion about mismatches. In an iterative process, false
identity observations are removed. With the improved
coordinates a new matching step is possible, and so
on. Figure 2.25 shows the interaction of matching

and adjustment as an event-driven process chain [2.6].
As one can see, the interaction of matching and ad-
justment is an alternating iterative process whereby
the adjustment itself constitutes an inner iteration
loop.

2.3 Geostatistics

In contrast to descriptive and inductive statistics where
random variables are independent, geostatistics is based
on location-dependent random variables. Typical exam-
ples can be found in geosciences – hence the name
geostatistics – (the thickness of a coal seam, the salt
concentration in a salt mine, the surface magnetiza-
tion, etc.), the environmental sciences (the spread of
viruses in groundwater, air pollution, forest degradation,
epidemiological problems), but also in the technical
sciences (the pressure distribution for sophisticated
structures). This dependence on location and directional
random fields is described by a variogram. Such empir-
ical models are a basis for the estimation of any values.
The best known of these is kriging estimation. Different
kriging estimators can be chosen depending on the dif-
ferent bases of the data (dots, gradients). Geostatistics
is used whenever the phenomena to be studied are so
complex that they cannot be grasped by means of clas-
sical statistics, which would not lead to useful results.
Geostatistics is an application method for the scientist
or engineer. It is a method for knowlegeable geoscien-
tific modelers rather than a pure mathematical approach.
In addition, cross-validation, an iterative method for es-
timating the variogram, and simulations are treated in
this section.

This section provides an introduction to geostatis-
tics; for further information refer to the literature [2.7–
10].

2.3.1 Example

The purpose and the general steps of geostatistical pre-
diction will be explained using an example prior to
presentation of the theory. Say that the unknown value
z at location x is needed. This can be a single point, but
of course a run of a profile, a surface, or a body as well.
This means that discrete points should be estimated at
any position. The statistics provides simple means for
making such estimates, for example, linear interpola-
tion, moving average, and inverse distance weighting.
However, the estimated variances of these methods are

generally higher than those of the geostatistical method
– kriging. Kriging computes the best linear unbiased
estimator values Ẑ(x0) of Z(x0) based on a stochastic
model of the spatial dependence.

The covariance function is needed to set up the
kriging equation. This can be estimated based on the
variogram (2.111) and (2.115–2.119). The kriging esti-
mator is not only unbiased, but also interpolated exactly.
The estimated point or area matches with the actual
observed data. This behavior is not self-evident for in-
terpolation techniques; for example, it is not valid for
methods of least-squares adjustment. The kriging equa-
tion and kriging variance depend on the structure of
the covariance matrix or the variogram only, and of
course on the relative positioning of the various loca-
tions and their Euclidean distances h, but not on the
specific values of the data z(x). The estimation variance
can be affected by the location of the exploration points.
Thus, the location and number of sampling points can
be further optimized, thereby minimizing exploration
costs.

The practice of geostatistical prediction will be de-
scribed using an example of a salt deposit. The deposit
is located in northern Germany and has an area of about
14 × 18 km2. The deposit has been sampled by geo-
logical, geomechanical, and geophysical explorations.
The data are available as 991 boreholes, 1010 hori-
zontal gradients, 999 surface curvatures, 25 sampling
stations for absolute gravity, and 13 sampling stations
of Bouguer anomalies. Over the history of its geological
exploration, this sample was assembled during various
epochs and thus has an uneven distribution, including
clusters of anomalies in some areas. Only the 991 bore-
holes are considered here, for reasons of simplicity and
clarity.

If the second-moment stationarity or intrinsic hy-
pothesis (see later) is assumed, the covariance function
cov(h) or variogram γ (h) can be estimated. These func-
tions lead to the characteristic elements of sill, nugget
effect, and range, and form the basic information that
a geoscientist takes into account for the definition of
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a good model that tells him what is invisible below the
Earth’s surface. Mostly, more than one model assump-
tion is plausible. However, which is the best model?
Using cross-validation of kriging, the best model can
be determined. This model function is the basis for the
kriging equation system and may be computed for any
location. The result is the kriging estimation variance
D2

K and the estimated value at the location ẑ(x0).
This example will be continued later after the theory

of spatial dependence (Sect. 2.3.5) and the estimation of
values by kriging (Sect. 2.3.6).

2.3.2 Random Fields in Geostatistics

The estimation of stochastic moments and/or their dis-
tribution function describe the random field.

Stochastic moments or simply moments are values
used to characterize the probability distribution of ran-
dom variables. The k-th moment about the origin for
a variable x is defined as

mk = 1

n

n∑
i=1

{Z(x)− E[Z(x)]}k .

A random field is defined as a family of random
variables Z(x), x ∈ D. The quantity D is called the pa-
rameter quantity of Z. D defines all time or spatial
points. For the case D = N the field Z is called discrete,
and for D = R+ the field Z is called continuous; for ex-
ample, predictions of thicknesses and ore layers using
a few specific samples or a few gradients are discrete
fields, while predictions of physically describable sur-
faces (geoid, dust particles in the atmosphere, etc.) are
continuous fields. The values zi = Z(xi ) are realizations
of the random field Z at the positions xi . The estimation
of stochastic moments and/or their distribution function
describe the random field.

Moments are characteristics of random variables.
They are parameters of descriptive statistics and play
a theoretical role in stochastics. The expected value,
variance, skewness, and curvature describe a random
variable. A distribution function is determined by giv-
ing all its moments. The first moment is the expected
value E(Z(x)), and the second moment is the variance
var(Z(x)).

In general, in nature there is only one realization
of random variables. The description of random vari-
ables is limited by the number of samples. In linear
geostatistics, the determination of the first two moments
of a random field is sufficient, i.e.,

• First moment
a) Expected value

E[Z(x)] = m(x) . (2.91)

• Second moment
a) Variance function

var[Z(x)] = E{Z(x− E[Z(x)])}2 . (2.92)

b) Autocovariance function

cov[Z(x), Z(x+h)]
= E({Z(x)− E[Z(x)]}

× {Z(x+h)− E[Z(x+h)]}) . (2.93)

c) Variogram

2γ [Z(x), Z(x+h)] = E[Z(x)− Z(x+h)]2 .

(2.94)

The normalized autocovariance is called the autocorre-
lation function or correlogram

ρ(h) = cov[Z(x), Z(x+h)]√
varZ(x)varZ(x+h)

. (2.95)

The variable h is defined as the distance vector between
the values Z(x) and Z(x + h) observed in space or in
time. A random field with normalized Gaussian distri-
bution is characterized by EZ(x) = 0 and varZ(x) = 1.

2.3.3 Terms of Stationarity

Using the first of the two moments described in
Sect. 3.2.2, it is possible to formulate different hypothe-
ses based on the precision of the stationarity.

Stationarity One
A random field Z is strictly stationary if all the
n-dimensional distribution functions are invariant to
translation

P[Z(x1) < a1, Z(x2) < a2, . . . , Z(xn) < an]
= P[Z(x1 +h) < a1, Z(x2 +h) < a2,

. . . , Z(xn +h) < an] . (2.96)

The vectors then have the same distribution law for any
translation vector h. The expected value and the sec-
ond moments are independent of x. Linear geostatistics
requires only the first two statistical moments, so it is
sufficient to accept their existence.
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Second-Moment Stationarity
A random function is second-moment stationary (wide-
sense stationary), if the expected value E[Z(x)] is
independent of the location x

E[Z(x)] = m (2.97)

and if there is a covariance for each pair of random
variables

cov[Z(x), Z(x+h)] = E[Z(x)Z(x+h)]−m2 ,

(2.98)

cov[Z(x), Z(x+h)] = cov[Z(h)] = cov(h) = σ (h) .

(2.99)

The translation invariance of the covariance means
that the variance

var[Z(x)] = D2 Z = E{Z(x)− E[Z(x)]2} = cov(0)

(2.100)

and the semivariogram

γ [Z(x), Z(x+h)] = 1

2
E{Z(x)− E[Z(x+h)]2}

= γ (h) , (2.101)

γ (h) = cov(0)− cov(h) . (2.102)

depend on h only. The covariance γ of the correlogram
is derived from (2.101) and (2.102) as

ρ(h) = K (h)

K (0)
= 1− γ (h)

K (0)
. (2.103)

The covariance is computed as

var[Z(h)] = K (0) . (2.104)

In contrast to the variogram, this equation exists in most
cases.

Intrinsic Model
A random function is called intrinsic if the expected
value is between Z(x) and Z(x + h), where h is the
Euclidian distance, and thus the trend is zero, so

E[Z(x)− Z(x+h)] = m(x) = 0 , (2.105)

and holds for all distance vectors have a finite increment
of variance independent of x

var[Z(x)− Z(x+h)] = E[Z(x)− Z(x+h)]2

= 2γ (h) . (2.106)

Second-moment stationarity includes the intrinsic
model. The reverse conclusion does not apply.

In linear geostatistics, only second-moment station-
arity or the intrinsic model is assumed, which means
that the covariance or variogram function must be
known. The term “isotropy” means that, in addition to

the required translational invariance (stationary one),
the covariances of the random field Z are independent
of a rotation of the coordinate system, i.e.,

cov[Z(x), Z(x+h)] = cov|h| . (2.107)

If a directional dependence of the field exists, this is
called anisotropy.

Ergodicity
Stochastic moments describe the behavior of a random
variable. If some quite general conditions exist such as
continuity of the mean, the variance and the covariance
are consistent estimates of m(x), σ2 and cov(x, y).

Ergodicity is a characteristic of dynamical systems
which refers to the average behavior of the system. This
system is described as a function which determines the
temporal evolution of the system depending on its cur-
rent situation. There are two interpretations. First the
development can be determined over a long period of
time and transmitted over time (time mean), or it can be
considered as including all possible states andconverted
to a mean (ensemble mean). The system has ergodic-
ity when both means lead to the same result. Intuitively,
this means that all possible states will be achieved dur-
ing the development of the system. The state space is
filled completely at the end of the process. This means
in particular that the expected value depends on the ini-
tial state of such systems. When a single realization of
the random field contains all information about the over-
all process, describing its stochastic properties in full,
the process is called ergodic. Regarding the model of
stationarity, it should be noted that an ergodic process is
also a strictly stationary process. Ergodic is a synonym
for strictly stationary [2.7]. When statements about the
process characteristics based on only one realization can
be made, ergodicity can be assumed.

2.3.4 Structure of Random Fields

The description of the structure of random fields was
introduced by Matheron, who developed the concept of
regionalized variables Z(x). A regionalized variable is
a synonym for a random field. The designed geostatisti-
cal methods are based on the assumption of regularities
between the random variables Z(x).

An approach to the description of a regionalized
variable is given by the superimposition of a homo-
geneous random field Zs(x) with a trend m(x) and
a disturbance variable ξ of Menz [2.11],

Z(x) = Zs(x)+m(x)+ ξ . (2.108)
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A trend m(x) is a regular part of the systematic
variables that can be represented by mathematical func-
tions. The disturbance variable ξ is a random variable
that reflects the microvariability of the variable and
the measurement error that always exists. The idea of
(2.108) is based on the assumption of the existence of
several realizations of a random process, because all re-
alizations at a specific location xi of the random value
Z(xI ) can be split into a deterministic and a stochastic
part. The deterministic part describes, under the as-
sumption

E[Zs(x)+ ξ] = 0 , (2.109)

the expected value of the random process at point xi .
The stochastic part from a global perspective can be de-
composed into correlated and uncorrelated components.

2.3.5 Spatial Dependence

Assuming second-moment stationarity, a semivari-
ogram, a covariance function, and a correlogram are
equivalent descriptions of the spatial dependence of the
random variables Z(x). In geostatistics, it is common
practice to estimate the characterization of regionalized
variables using a semivariogram (Sect. 2.3.4). The semi-
variogram γ (h) describes the average variance of a pair
of points (Z(x), Z(x+ h)) in space. A prerequisite for
estimation of the semivariogram

γ (h) = 1

2
E[Z(x)− Z(x+h)]2 (2.110)

is the assumption that all values zi = Z(xi ) are realiza-
tions of a random field at the location xi . For the random
variable Z, the intrinsic model is required.

The experimental semivariogram

γ (h) = 1

2(N −1)

{∑
[Z(x)− Z(x+h)]2

− 1

N

∑
[Z(x)− Z(x+h)]2

}
(2.111)

results for all combinations of pairs of values
(Z(x), Z(x+ h)), depending on the distance vector h.
N is the number of pairs found for h = constant. In ir-
regular sampling nets, the number of pairs is low or
one. For reasons of statistical certainty, the number of
pairs should be large enough. Therefore, distance and
direction classes are made. The distance vector h is
determined by its absolute value |h| and its direction
angle t. An equivalent representation is the decomposi-
tion of h into its components hx and hy in relation to
a rectangular Cartesian coordinate system.

The summary of pair values into classes leads to
smoothing of the semivariogram. Depending on the
number and the spatial distribution of the sample values,
the optimum of the ratio between the size of the class
and the number of value pairs is sought. An empirical
solution is possible using the variogram cloud. Through
the display of all numbers of pairs, the influences of sin-
gle and extreme values on the semivariogram become
apparent.

Let the field Z with elements h with small absolute
value be a dataset of observations. If the field Z contains
a relatively high number of extreme values, an indicator
function of the semivariogram (the indicator semivari-
ogram) can provide an estimation that delivers a robust
statement about the variability [2.12].

If a location-dependent variable z(x) will be trans-
formed such that

I (x, Zc) =
⎧⎨
⎩

1 : Z(x) ≥ Zc

0 : Z(x) < Zc

(2.112)

then I (x, Zc) is the indicator variable, the x and the limit
depends on Zc. The limit value Zc should start from the
median of Z(x) and should change over the period of
the calculation.

The cross-variogram is an expansion of the semi-
variogram for multivariate statistics. Several statistical
variables or random variables are investigated simulta-
neously in multivariate statistics. The consideration of
two dependent variables in the geostatistical estimation
method can be described using co-regionalized vari-
ables. The cross-variogram γkl(h) for the pair of points
(zk(xi ), zl(xi )) is defined analogously to the semivari-
ogram as

γkl(h) = 1
2 E{[Zk(x)− Zk(x+h)]
× [Zl(x)− Zl(x+h)]} . (2.113)

Another definition of the cross-variogram provides the
pseudo-cross-variogram of Myers [2.13]

γkl(h)∗ = 1
2 E[Zl(x)− Zk(x+h)]2 . (2.114)

Characteristics of the Experimental Variogram
The experimental variogram is approximated by a para-
metric model function, which must be positive defi-
nite [2.14]. This condition of positive definiteness of
the functional model is required, because positive def-
initeness of the variance–covariance matrix ensures the
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applicability of geostatistical estimation methods. Char-
acteristic functions are positive definite if they are
concave, continuous, and symmetrical about the y-axis.

Characteristic features in a semivariogram are the
behavior at the origin, the sill C, and the range a. It
is of great interest to know the continuity and differen-
tiability behavior at the origin. Discontinuities indicate
uncorrelated random shares, and differentiability is
a prerequisite for the application of some geostatisti-
cal estimation techniques. The sill C is the variance
of uncorrelated pairs [Z(x), Z(x + h)] of values corre-
sponding to half of the variance of uncorrelated values
Z(x) of the random field. The range of a semivariogram
indicates up to what impact the distance has between
two points as neighbors.
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Fig. 2.26
Representation
of the spheri-
cal, Gaussian,
and exponen-
tial variogram
models
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Experimental
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The most common models (Figs. 2.26, 2.27) are
presented in the following.

Exponential model

γ (h) =
⎧⎨
⎩

C0 for h = 0

C0 +C
(

1− e− 1
a |h|
)

for h �= 0
.

(2.115)

Gaussian model

γ (h) =

⎧⎪⎪⎨
⎪⎪⎩

C0 for h = 0

C0 +C

(
1− e

−
(

1
a |h|

)2
)

for h �= 0
.

(2.116)
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Fig. 2.28 Two-
dimensional
correlation func-
tion of Zs(x)

Spherical model

γ (h) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

C0 for h = 0

C0 +C

[
3

2a (|h|)

− 1
2

( |h|
a

)3
] for 0 < |h| ≤ a

C0 +C for |h| = 0 ≥ a

.

(2.117)

Wave or hole-effect model

γ (h) =

⎧⎪⎪⎨
⎪⎪⎩

C0 for h = 0

C0 +C

(
1− sin

(
1
a |h|

)

a|h|

)
for h �= 0

.

(2.118)

If vibrations exist in the experimental semivar-
iogram, such a model can be adapted with cosine
vibrations

γ (h) = (2.115), (2.116), (2.117) cos(β|h|)
with β = 2π

λ
, (2.119)

where λ is the wavelength of the oscillation.
The values of sill and range are shown in Figs. 2.26

and 2.27. The graph of the spherical semivariogram ap-
proaches sill C within a finite distance of points. The
range of the experimental semivariogram is given for
a distance of points, where the graph reaches the thresh-
old or reaches 95% of the threshold.

The superposition of several independent functions
for the formation of a model function is called a nested

structure. The nugget effect C0 is expressed in a semi-
variogram by a jump at the point |h| = 0. This is
caused by the superposition of a random field and
a location-independent disturbance ξ (microvariability,
measurement error of the analyzed parameter). The to-
tal variance σ2 is the sum of a stationary portion s2

s and
the nugget variance s2

ξ , i.e.,

σ2 = s2
s + s2

ξ . (2.120)

If the random field is isotropic, the semivariogram is
the same in all directions; otherwise, the random field is
anisotropic.

If the threshold C is constant for all directional
semivariograms and the range is different (Fig. 2.28)
then the random field is simply geometrical anisotropic.
For further calculation the values can be transformed
into polar coordinates by an ellipse equation

γ (h, ϕ) = a2
min

1−
(√

a2
max+a2

min

amax

)2

cos2(ψ)

. (2.121)

The random field is simply geometrically anisotropic.
If the condition of constant threshold value C fails,
the semivariogram has zonal anisotropy. In (2.121), the
variables amax and amin are defined as the semiaxes, and
ψ as the realignment angle of the ellipse (Fig. 2.29).

y

xi , yi

αmin α

αmax

Ψ
xi , yi

tp

x

tij

Fig. 2.29 Elements to calculate the geometric anisotropy
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Back-Fitting Model
The idea of this alternative method of estimating the
variogram or the covariance function was published by
Menz [2.11]. In a realization z(x) of a random field Z(x),
N values are available, which have been measured at
the points xi . The value zi is estimated by the values
taken at the N sampling locations in the environment,
but without using the value zi itself. This approach is
analogous to cross-validation of kriging. The prediction
of a measurement location provides the estimated value
ẑ(xi ) and the associated kriging variance D2

K(xi ). The

j-th ring
rout

rin

Fig. 2.30 Back-fitting model, in which only the gray dots
are used for the prediction
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Fig. 2.31 Accuracy graph
representation of the two
errors above the mean
search radius

difference between the estimates ẑ(xi ) and the measured
values z(xi ) is called the residuum (2.126).

This allows the mean empirical error to be calcu-
lated as

mempir = ±
√√√√ 1

N −1

N∑
i=1

f 2(xi ) , (2.122)

which is to be compared with the mean theoretical error

mtheor = ±
√√√√ 1

N −1

N∑
i=1

D2
K(xi ) . (2.123)

Both errors are influenced by the parameters of the
covariance function. The idea of this method is conver-
gence of these two errors by changing those parameters.
If the two errors are almost identical, the influence of
covariance is assumed.

The dependence of the errors on the distance should
be considered by comparing (2.122) with (2.123). An
exposure ring s j (Fig. 2.30) is used to determine the av-
erage errors for different distances |h| in this method.
Only the points within the exposure ring are used for
the prediction. The mean empirical and theoretical er-
rors refer to a specific width of the action of the ring
(rin, rout). Both errors are plotted as a function of the
average search radius

r = 1
2 (rin + rout) (2.124)

in the so-called accuracy chart (Fig. 2.31).
The L mean radii of the rings s j is determined for

different distances to calculate both mean errors. A ref-
erence value for the dimension of the first medium-sized
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search radius r j=1 is the mean point distance. The other
mean radii are integer multiples of the first radius. Simi-
lar to the variogram ranges, a maximum search radius is
used up to half of the maximum expansion of the field.
The repetition of the forecast returns in a manner anal-
ogous to the mean error for each search radius r j with
j = 1, . . ., L . The empirical and theoretical errors are
plotted in every exposure ring above the mean search
radius in the accuracy chart. By changing the parame-
ters σ2

xi , σ
2, and a, the best fit between the two curves is

found.
Based on the calculation of a spatial correlation

function, the parameter c can be read off directly from
the correlogram at the ordinate. The parameter c is of
the dimension of the stationary portion of total scatter-
ing. Prior knowledge about c simplifies the iteration, so
that the iteration is limited to σ2 and a. The iteration
ends with

mempir −mtheor = min . (2.125)

The sensitivity property of a geostatistical estima-
tion is helpful in this iterative process. This means that
changes in the model parameters have a stronger in-
fluence on the kriging variance D2

K than the estimates
ẑ(xi ). The kriging variance also depends on the distance
between the measurement positions and the predicted
positions. Therefore, the mean theoretical error curve
has been adapted to the mean empirical error curve.

The main differences between the back-fitting
model and cross-validation of kriging are

• The back-fitting model is a real parameter esti-
mation and not a model verification like cross-
validation of kriging,• The back-fitting model takes into account the z-
values through the empirical error,• The back-fitting model estimates N × L values while
the cross-validation estimates only N values.

However, graphs of the variogram and the accuracy
graph are similar.

Model Fit
As described in the previous subsection, the experimen-
tal semivariogram is approximated by a positive-definite
model function. This model function can be visually
adjusted, by the method of least squares, maximum-
likelihood estimation, or cross-validation. Visual adap-
tation does not meet optimality criteria, although it is
sufficient in many cases. In the method of least-squares
models, the number of pairs per distance class can be
considered as a weight function.

Cross-Validation of Kriging
The method of cross-validation of kriging was pub-
lished in [2.15, 16]. The method involves comparison
of estimation methods, an estimation process, search
strategies, a covariance function, and its parameters by
reviewing the results of the prediction of well-known
measurement points. The algorithm works as follows:
Choose a model and its descriptive parameters for the
underlying variogram. One measurement point has been
ignored from the existing record. With the remaining
(N −1) points, the ignored point will be estimated again
by kriging with the selected model. For each measur-
ing point, the difference between the measured and the
estimated values is calculated as

f (xi ) = z(xi )− ẑ(xi ) i = 1, . . . , N . (2.126)

For all N measurement sites, mcv is determined by

mcv = f (xi )√
D2

K

. (2.127)

The arithmetic average and standard deviation for all
values mcv are calculated. The calculation is then re-
peated for each model, or for each potential parameter
combination.

The model that is chosen depends on several con-
siderations: What degree of error is appropriate for the
data? In which cases should a general approach be ap-
plied, and which subareas eventually need a specific
model? Which methods are available to connect the
measurement of the error with the estimator? There
are only empirical proposals to answer these important
questions. To establish the best model, the measure of
discrepancy is calculated as

di = 1

D2
Ki

[
ẑ(xi )− z(xi )

]2
. (2.128)

The degree of discrepancy should meet the conditions

d̄ = 1

N

∑
di → 0 and σ2 = 1

N

∑
d2

i → 1 .

(2.129)

Cross-validation of kriging is a good method for ob-
jective assessment of estimation results, but problems
can arise when

• Differentiating the points distribution in the follow-
ing groups,
– regular (grid),
– uniformly distributed (same number of points in

limited areas),
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– randomly (irregular pattern of location),
– clustered (local accumulation),
due to clustering issues. The ideal case of a well-
proportioned representation of the study area by the
measured data rarely exists. Clusters are overrepre-
sented due to exploration of areas with high density
of abnormalities (tectonics, areas of geologic faults).
Therefore, cluster formations are the norm. Cluster
effects in cross-validation of kriging can be avoided
by decluster calculations or by allocating the same
weight as a single sample instead of a cluster.• A disadvantage of this procedure is the evaluation
of the prediction of the estimation error fi only at
the sampling location. Estimations at intermediate
points cannot be classified. Thus, the results are not
representative.• The variance in cross-validation of kriging is higher
than the prediction. This is explained by the fact
that, in cross-validation, the distances between
neighboring points used are always greater than for

h
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Fig. 2.32 Variogram cloud
for h

a prediction on a grid. If measurement errors for lin-
early arranged data (profile, borehole) are analyzed,
differences from estimation arise. Thus, the results
may claim a higher accuracy.

Continuation of the Example –
Spatial Dependence

Adequate description of location-dependent properties
of the variables of a deposit using a variogram is cer-
tainly the most complex, but also the most important
part, of geostatistical processing. The quality of an ex-
perimental semivariogram (2.111) is affected by many
sources of errors that are often found in the data and in
their structure, such as failure analysis, incorrect treat-
ment of analytical values at the detection threshold,
discordant values, incorrect choice of step size and tol-
erance in the variogram calculation, etc. To determine
the experimental variogram, first, all single variogram
values are plotted as a variogram cloud as a function of
sample distances on the graph.
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h

Fig. 2.33
Sampling area
(18 km2), Dis-
tance h from red
point of the var-
iogram cloud in
Fig. 2.32

In a computer-based version, the underlying pair of
points is displayed on the map by clicking at a point
in the variogram cloud. The points of this variogram
cloud are classified to estimate the influence of indi-
vidual sample values on experimental variogram values
more precisely. Using the variogram cloud, it can eas-
ily be seen whether the distance classes with their step
size and tolerance have been chosen correctly. Here,
further analysis is needed to examine the data regard-
ing compatibility with the hypothesis of stationarity,
in order to exclude possibly nonstationary areas or to
delineate several areas for each of which the hypoth-
esis of stationarity can be assumed locally. Distance
and direction classes are now selected for the exper-
imental variogram. The first class corresponds to the
distance from the midpoint spacing. The remaining dis-
tance classes are integral multiples of this.

To evaluate the isotropy or anisotropy of the var-
iogram cloud, three profiles that intersect at the same
point are calculated, oriented in the directions 0◦, 45◦,
and 90◦, respectively. Each profile represents all points
within a sector of ±22.5◦ around each of those direc-
tions, forming a so-called direction class.

In the case of all profiles being approximately the
same, the variogram cloud is called isotropic. In case of
anisotropy, the ellipse of anisotropy of different ranges
with their principal axes and the orientation can be com-
puted from these three directions (Figs. 2.28, 2.29). An
experimental variogram is now adapted by the vari-
ogram model (2.115–2.118). The weight is received by
the individual points of the experimental variogram in
the model fit. It is given by the number of pairs of
values. The actual adjustment may use the method of
least squares with a weighting given by the number of
pairs of values. However, it is also possible to do this
with an experienced eye. Experience in the application
of geostatistical techniques shows that an acceptable
variogram can be derived from location-dependent vari-
ables, especially if the sample values have relatively
small variation. This variogram can be interpreted as
geological–structural or generally genetic. Problems

arise especially when the initial data vary strongly and
contain discordant values. For detection and removal of
such discordant values, statistical methods are available.
First indications of discordant values can be found in the
variogram cloud. Discordant values have a strong dis-
ruptive effect on the experimental variogram, because
large squared differences correspond to small values
in the variogram calculation. There are a number of
publications dealing with robust variogram estimators.
However, they also destroy the variability and sensitiv-
ity of the variogram model and the subsequent estimated
values. A robust procedure is the indicator variogram
(2.112), for example. Robust procedures are not used in
the example.

The deposit with the 991 boreholes was analyzed for
geometric and zonal anisotropy or isotropy. This was
done as described above, with the variogram calculated
in three different directions. The analysis shows the
same estimated values for range, nugget effect, and vari-
ance in all directions. This means that the examination
field has no geometric or zonal anisotropy. The knowl-
edge of a neighboring deposit with the same geological
formation confirms this assumption.

The experimental variogram is uniquely reflected
by the isotropic spherical model (2.117) with parameter
values a = 2020.0 m, C0 = 0.0, and C = 1.2

γ (h) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 for h = 0

1.2

[
3

4040 (|h|)

− 1
2

( |h|
2020

)3
] for 0 < |h| ≤ 2020 m

1.2 for |h| = 0 ≥ 2020 m

.

This result is unique because no other type of
model can be adjusted with the same precision to the
experimental variogram. Therefore, investigation of al-
ternative models to determine the best model function
through cross-validation of kriging is not necessary.

The alternative analysis using the back-fitting model
results in the the same estimated values for a, C0, and C.

2.3.6 Kriging

Kriging is a summary of geostatistical methods to es-
timate from observations the value of a random field
at an unobserved location. The mathematican Matheron
developed the theory of interpolation and extrapolation
by kriging with regionalized variables. The regional-
ized variable is the theoretical basis for the interpolation
method by Krige.
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The main advantage over simpler methods, e.g. in-
verse distance weighting, is the consideration of spatial
variance. This can be determined with a semivariogram.

The weights of the used values are determined such
that the estimation error variance is minimized. The
error depends on the quality of the semivariogram.

With simpler interpolation techniques, problems can
occur during the accumulation of data points. Kriging
avoids this by considering the distances to neighboring
points. The weighted averages are optimized so that the
estimator determines the real value. Kriging is the best
linear unbiased estimator.

Different kriging methods are applied depending on
the stochastic properties of the random fields. Kriging
is the estimation procedure with the smallest estimated
variances. The weights of the kriging system are de-
termined depending on the database. Known types of
kriging are

• Simple kriging, which assumes a known constant
trend,• Ordinary kriging, which assumes an unknown con-
stant trend,• Universal kriging, which assumes a general linear
trend model,• IRFk kriging, which takes into account complex
trends (intrinsic random function of order k),• Indicator kriging, which uses indicator functions
instead of the process itself, in order to estimate
transition probabilities,• Cokriging, which takes into account the relations
with another additional parameter,• Gradients kriging, which uses data points and gra-
dients for the prediction in addition,• Bayesian kriging, which combines actual data with
a priori data (objective and subjective data).

Different kriging methods are described in the fol-
lowing paragraphs.

Ordinary Kriging
The value z(x0) is estimated at any point x0 in the field
D of observations z(xi ). In addition to the condition that
the variable z(x) is a realization of a stationary random
field Z(x), second-moment stationarity is required. The
estimate is intended to provide the best linear unbiased
values.

At the measurement point x0 there exists the un-
known random variable Z(x0). The random variable
Ẑ(x0) is estimated by a linear combination of the
random variables Z(xi ) as an approximation of the ob-

h

Variogram direction 45°

Variogram direction 90°

Variogram direction 45°

Sector 67.5°

Sector 22.5°

Fig. 2.34 Direction classes 0◦, 45◦, and 90◦ and opening
angle of ±22.5◦

servation points Ẑ(x0) (linear estimation) by

Ẑ(x0) = Ẑ0 = wTZ . (2.130)

Z is the vector of random variables Z(xi ), and w is the
vector of weights. The weights w are determined under
the conditions of unbiasedness

E
(
Z0 − Ẑ0

)= 0 (2.131)

and under the condition that the expected squared error
is minimized

E
(
Z0 − Ẑ0

)2 = min . (2.132)

In (2.131), Ẑ0 will be replaced by (2.130)

wT EZ− EZ0 = 0 (2.133)

and based on the assumption of second-moment station-
arity follows

wT1m −m = 0 . (2.134)

The following condition for w can be derived from the
condition for unbiased values (2.131) of Ẑ0

a = wT1−1 = 0 . (2.135)

For the expected square error, (2.132) applies, and

E
(
Ẑ0 − Z0

)2 = D2
0

= var
(
Z0 − Ẑ0

)+ [E(Z0 − Ẑ0
)]2

.

(2.136)
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Fig. 2.35 Variogram

The bias portion
[
E(Ẑ0 − Z0)

]2 for unbiased estimator
disappears and becomes

E
(
Ẑ0 − Z0

)2 = D2
0 = var

(
Z0 − Ẑ0

)

= var(Z0)+var
(
Ẑ0
)−2cov

(
Z0, Ẑ0

)

= σ2 +wTKw−2wTc0 (2.137)

is applicable. The matrix K is called the covariance
matrix. It contains all variances and covariances be-
tween the observation points xi . The variances and
covariances are determined by the adapted covariance
function, which only depends on the position of points
with respect to each other. The vector c0 contains all
covariances between pairs of observation x0 and the
prediction location x0. The function of Lagrange [2.17]
is formed and minimized from the variance (2.137) and
the condition (2.135)

H = D2,0 +2λa

= σ2−2wTc0 +wTKw+2λ(wT1−1) . (2.138)

This function H has the value of the variance D2
0

based on a = 0. The first derivatives of H with respect
to their n +1 unknowns (w and λ) are formed as

δH

δw
= 0 and

δH

δλ
= 0 . (2.139)

Thus, minimization of (2.137) leads to the solution
of the equation system

K ·w+ l = c0 , (2.140)

1Tw = 1 , (2.141)

or, in matrix notation,
(

K 1
1T 0

)
·
(

w

λ

)
=
(

c0

1

)
. (2.142)

The variogram
(

γ 1
1T 0

)
·
(

w

λγ

)
=
(

g0

1

)
with λγ = −λ (2.143)
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or the correlation function
(

ρ 1
1T 0

)
·
(

w

λρ

)
=
(

r0

1

)
with λρ = λ

σ2
(2.144)

can be used for determination of the kriging coeffi-
cients. One of the equation systems (2.142–2.144) is
solved to calculate the estimated value ẑ0 at the point
x0 and its kriging variance D2

K. Equation (2.130) pro-
vides the approach for determining the estimated value
as

ˆ̃z0 = wTz . (2.145)

The variable z is the vector of observations with the
measured values z(xi ) for i = 1, . . ., n.

In accordance with the determined weights wi for
i = 1, . . ., n, Kw in (2.137) is replaced by (2.140) and
we obtain the kriging variance as

D2
K = σ2 −wTc0 −λ . (2.146)

The derivation of other methods of kriging involves
basically the same steps as ordinary kriging. For this
reason, in the following we only describe the struc-
ture for the initial model for minimizing the function,
the system of equations, the estimator, and the kriging
variance.

Universal Kriging
If a nonstationary random field with a position-
dependent systematic size exists, the random field Z(x)
is described by a modified model approach. The random
field (2.108) is composed of a stationary portion Zs(x)
and a trend m(x), i.e.,

Z(x) = Zs(x)+m(x) . (2.147)

The expected value of the random field is dependent
on the location

E[Z(x)] = m(x) . (2.148)

The goal of prediction, i. e., the estimation of the
realization z(x) of the random field at the location x0,
was explained in the previous section. The method of
universal kriging can be derived for best linear unbi-
ased prediction. The trend m(x) is detected by a linear
function with parameters ϑk with k = 1(1)p as

m(xi ) = f T
iϑ = f (1)

i ϑ1 + f (2)
i ϑ2 + . . .+ f (p)

i ϑp .

(2.149)

The degree of a polynomial should be not greater
than two when considering regionalized variables Z(x)
in the space R

2. Two-dimensional random fields and
a second-order polynomial (p = 6) require the follow-
ing components

f (1)
i = 1 , f (2)

i = xi , f (3)
i = yi , f (4)

i = x2
i ,

f (5)
i = y2

i , f (6)
i = xi yi . (2.150)

The model approach (2.147) is reformulated as

Z(x) = F ·ϑ + Zs(x) . (2.151)

The n × p-matrix (n observations, p components) is the
so-called design or regressor matrix

F = ( f 1, . . . , f n)T . (2.152)

The random variable Z0 at location x0 is given by

Z0 = f 0 ·ϑ + Zs0 . (2.153)

Under the unbiased condition, it follows from (2.130),
(2.151), and (2.153) that

f 0
T ·ϑ −wT ·F ·ϑ = bT ·ϑ = 0 , (2.154)

b = f 0 −FTw = 0 . (2.155)

Equation (2.155) is also known as the condition of
universality, because the estimation is unbiased in-
dependent of ϑ. From the differentiated Lagrange
function

H = σ2 −2wTc0 +wTKw+2λT( f 0 −FTw
)

(2.156)

follows the system of equations

Kw+Fλ = c0 , (2.157)

FTw = f 0 , (2.158)

or (
K F

FT 0

)
·
(

w

λ

)
=
(

c0

f 0

)
. (2.159)

The calculation of an estimated value is similar to in
ordinary kriging (2.145). The kriging variance is given
by

D2
K = σ2 −wTc0 −λT f 0 . (2.160)

In addition to the polynomial trend function, other
approaches exist for trend adjustment. The adap-
tive trend function is selected, as it presents the
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theoretical considerations best. This is called a genetic–
mathematical dependence. The systematic part of the
realization can be estimated from additional knowledge
about the genesis and geological processes.

Universal Kriging with Filtering of Disturbances
The most general case (2.108) will be considered ac-
cording to the representations of ordinary kriging and
universal kriging. The random field is defined as the su-
perposition of the stochastic random process Zs(x) with
a trend m(x) and a disturbance ξ , i.e.,

Z(x) = Zs(x)+m(x)+ ξ . (2.161)

Disturbances (so-called random noises) are mea-
surement errors or random microvariability from a gen-
eral course. The disturbance ξ is a location-independent
random variable with variance σ2

ξ and expectation value

E(ξ) = 0 . (2.162)

The system of equations to be solved does not
change, due to the location independence of ξ and
(2.162). The difference is in the construction of the
covariance matrix K on its principal diagonal and the
variance σ2. Since the stationary part Zs(x) and the dis-
turbance ξ are not correlated, (2.120) is therefore valid
for the variance. The covariance matrix K is given by
the sum

K = KZs +Kξ . (2.163)

where KZs and Kξ are the so-called covariance matrix
of a random field Zs(x) and the disturbance ξ . The ob-
servations have the same accuracy and the measurement
errors are uncorrelated, which implies that

Kξ = σ2I , (2.164)

where I is the n-dimensional unit matrix. Weights are
introduced for observations, which differ significantly
with regard to their accuracy. Weights are used for de-
pendent data class disturbances ξi , which are added to
appropriate elements of the principal diagonal of the
covariance matrix K. The calculation of the estimated
value is similar to in previous methods (2.145). The
kriging variance differs from (2.160), being

D2
K = (σ2 −σ2

ξ

)−wTc0 −λT f 0 . (2.165)

Menz and Pilz [2.18] compared universal kriging
with usual collocation in geodesy. The concept of col-
location is the summary of equalization, prediction, and
filtering. Universal kriging with filtering of disturbances

and collocation leads to the same point estimates and the
same estimation variances.

Gradients Kriging
In nature, there are a variety of phenomena that af-
fect each other; for example, the content of chemical
elements of mineral deposits depends on the geologi-
cal situation at the early stage of their evolution. The
chemical content and the geometric parameters are
independent random variables. The different genetic de-
pendent random fields can be evaluated by cokriging.
Relative changes of regionalized variables are available
in addition to the observations. These gradients are also
realizations of random variables of a stochastic field that
was created by partial derivatives of the main field.

Gradients kriging was developed by Menz [2.11].
The assumptions on the co-regionalized variable are
equal to a single regionalized variable.

Under the hypothesis of second-moment stationar-
ity, the following is considered for each random field

• The population mean is constant

E[Zk(x)] = mk , (2.166)

• For each pair of random fields Zk(x), Zl(x), the
cross-variance function solely depends on the dis-
tance h of the random variables

E[Zk(x+h)Zl(x)]−mkml = covkl(h) = σkl(h) ,

(2.167)

• The cross-variogram is defined as

E[Zk(x+h)− Zk(x)][Zl(x +h)Zl(h)]) = 2γkl(h) .

(2.168)

The spatial dependence of a random variable
between the random fields is described by the cross-
covariance function. The empirical cross-covariance
function is not necessarily symmetric, in contrast to
the autocovariance function (Fig. 2.36). The cross-
covariance function contains more information than the
autocovariance function.

The stochastic field Z(x) is second-moment station-
ary and differentiable. The derivation of Z(x) is defined
as the derivative in the quadratic mean as

lim E

{[
Z(x+a)− Z(x)

a
− Z ′(x)

]2
}

= 0 .

(2.169)
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Fig. 2.36
Example of
an empirical
cross-covariance
function

The partial derivatives exists according to (2.169).

Zx(x, y) = ∂Z(x, y)

∂x
and Z y(x, y) = ∂Z(x, y)

∂y
,

(2.170)

Zx (x) and Z y(x) are also second-moment-stationary
random fields whose autocovariance functions σZx Zx (x)
and σZy Zy (x) can be derived from the covariance σz(x)
of the source field. The model function adopted for
the empirical cross- and autocovariance functions must
be at least twice continuously differentiable. For this
reason, the exponential and spherical models are elim-
inated. Both of these models are not differentiable at
the point |h| = 0. The Gaussian model remains the most
common model.

Two stationary random fields Z(x) and Y (x) and
a stationary random field of gradients G(x) are used
for the estimation of Z(x0). The random field of gradi-
ents can originate from any stochastic field that can be
described with a co-regionalized variable. This means
that G(x) can be the derivative of Z(x) or Y (x), but
does not need to be. Knowledge of the auto- and cross-
covariance function of the source fields is a condition
for inclusion of the gradient.

The estimate of the random variable Z(x0) contin-
ues with the linear combination of random variables of
all co-regionalized variables as

Ẑ0 = wTX = aTZ = bTY+ cTGx +dTGy (2.171)

with

wT = (aT, bT, cT, dT) , (2.172)

XT = (ZT, YT, Gx
T, dy

T) . (2.173)

The linear combination (2.130) is extended by only
weighted random variables from other fields with spa-
tial dependence on the estimate location. Trends and

disturbances should be considered as an alternative
and (2.130) is valid, therefore (2.161) is used. The
expected values are constant if second-moment station-
arity (2.166) applies, and location-dependent otherwise.
The population means are

E[Z(x)] = m Z (x), E[Y (x)] = mY (x), E[G(x)]
= mG (x) , (2.174)

if it is assumed that every random field could have
a trend. The trend is described by polynomials up to
second degree (2.149).

The kriging system uses derivatives of the trend
function instead of the trend of the random field of
gradients.

The design matrix F is generally given by

FT =
⎛
⎜⎝

Fz
T 0T 0T 0T

0T Fy
T 0T 0T

0T 0T FGx
T FG y

T

⎞
⎟⎠ . (2.175)

Due to the universality condition, the function to be
minimized and the system of equations to be solved are
identical to (2.155–2.159) for universal kriging.

The covariance matrix K is built up in the general
case as

KT =

⎛
⎜⎜⎜⎝

K Z Z K ZY K ZGx K ZG y

KYZ KYY KYGx KYG y

KGx Z KGx Y KGx Gx KGx G y

KG y Z KG yY KG yGx KG yG y

⎞
⎟⎟⎟⎠ . (2.176)

The elements of the submatrices are computed from the
auto- or cross-covariance functions.

The estimated value and the kriging variance re-
sult from (2.145) and (2.165). When disturbances occur,
they are added to the principal diagonal of the autoco-
variance of the respective random field.
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Continuation of the Example – Kriging Part
At any location x, the value ẑ can be estimated af-
ter modeling the spatial dependence. Points, profiles,
and surfaces are predicted by the kriging equation
system. The kriging equation system is set up and
solved on the basis of the estimated variogram (sec-
tion on Ordinary Kriging). Ordinary kriging is used
because there is no trend in the 991 boreholes. The
result is the estimated value ẑ0 and the kriging vari-
ance D2

K.
For simplicity, three neighboring locations will be

used to estimate ẑ0(x). The kriging system of equations
for n = 3 reads as follows (2.142) or (2.143)

⎛
⎜⎜⎜⎝

γ (x1x1) γ (x1x2) γ (x1x3) 1

γ (x2x1) γ (x2x2) γ (x2x3) 1

γ (x3x1) γ (x3x2) γ (x3x3) 1

1 1 1 0

⎞
⎟⎟⎟⎠ ·

⎛
⎜⎜⎜⎝

w1

w2

w3

λγ

⎞
⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎝

g0(x1x0)

g0(x2x0)

g0(x3x0)

1

⎞
⎟⎟⎟⎠ .

For the matrix, the Euclidean distances between the
three locations and between the estimated location x0
and the three location are needed (Fig. 2.37).

80.51 m124.62 m
x1 x2

x3

x0

628.00 m

693.02 m

189.44 m

319.44 m

269.54 m

499.63 m

457.77 m

Fig. 2.37 Estimation at the location x0 with Euclidean distances
from x1, x2, and x3

The individual elements of the kriging equation sys-
tem are obtained as

γ (x1x1) = γ (x2x2) = γ (x3x3) = 0 ,

γ (x1x2) = γ (x2x1) = C0 +Cγ (x2 − x1)

= 1.2γ

(
628

2020

)
= γ (0.311) = 0.5446 ,

γ (x1x3) = γ (x3x1) = C0 +Cγ (x3 − x1)

= 1.2γ

(
693

2020

)
= γ (0.343) = 0.5973 ,

γ (x2x3) = γ (x3x2) = C0 +Cγ (x3 − x2)

= 1.2γ

(
500

2020

)
= γ (0.247) = 0.4380 ,

γ (x1x0) = C0 +Cγ (x1 − x0) = 1.2γ

(
458

2020

)

= γ (0.227) = 0.4022 ,

γ (x2x0) = C0 +Cγ (x2 − x0) = 1.2γ

(
270

2020

)

= γ (0.134) = 0.2394 ,

γ (x3x0) = C0 +Cγ (x3 − x0) = 1.2γ

(
319

2020

)

= γ (0.158) = 0.2823 .

After inserting the values into the kriging equation sys-
tem, the resulting equation is

⎛
⎜⎜⎜⎝

0 0.5446 0.5973 1

0.5446 0 0.4380 1

0.5973 0.4380 0 1

1 1 1 0

⎞
⎟⎟⎟⎠·

⎛
⎜⎜⎜⎝

w1

w2

w3

λγ

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

0.4022

0.2394

0.2823

1

⎞
⎟⎟⎟⎠ .

(2.177)

The result of the matrix is four parameters

w1 = 0.2262 , w2 = 0.4223 , w3 = 0.3515 ,

λγ = −0.0378 .

Including z(x1), z(x2), z(x3), and wi , the estimated
value ẑ0 can be computed by using (2.145) as

ẑ0 = 0.2262 ·124.62 m+0.4223 ·80.51 m

+0.3515 ·189.44 m = 120.65 m .

The estimated value is a z-value for the representation
of a surface elevation.

The kriging variance results from (2.146) as

D2
K = 1.2−0.2262 ·0.4022+0.4223 ·0.2394

+0.3515 ·0.2823+0.0378 = 0.946 .

Part
A

2
.3



Mathematics and Statistics 2.3 Geostatistics 59

The location x0 has the best unbiased estimate with the
smallest estimated variance. All other estimates have
larger estimated variance.

2.3.7 Geostatistical Simulation

The generation of random variables for a specific loca-
tion, which describes a random process Z as a whole,
is referred to as geostatistical simulation. The random
variables must fulfill a condition regarding the terms
of their n-dimensional distribution function and its sta-
tistical moments; for example, random variables with
constant distribution function and covariance function
characterize a stochastic process with second-moment
stationarity. If random values are normally distributed,
then the random field is completely described by its co-
variance function. If agreement between simulated and
observed values is requested for specific locations xi ,
this is called conditional simulation. Figure 2.38 com-
pares simulation, conditional simulation, and kriging.

The simulated values show the same structural char-
acteristics as those of the investigated parameter. This
applies in particular for its variability; n realizations of
this process can be simulated with the same parameter
of the natural random process on demand. Each of these
realizations is a theoretical image by reality. The geo-
statistical simulation is applied for investigations where
the spatial variability of the parameter has an impor-
tant influence (for example, risk analysis or uniformity
considerations).

Sequential Gaussian simulation (SGS) uses stan-
dards for the simulation of a random field or a field
value. SGS considers the neighborhood relation to pre-

0
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8

z

Simulation
Conditional simulation

Kriging
Sampling value

200 400 200600 1000
s (m)

Fig. 2.38 Representation
of simulation, conditional
simulation, and kriging

viously defined and simulated pressure points. The
conditional simulation is then automatically included
in the simulation process, which must be transformed
into a N(0, 1) distribution of points for consideration (as
real data). The process of simulation can be represented
by decomposition of the simulated random values into
their stochastic and deterministic components. The de-
terministic part describes the influence from considered
sampling values to the simulated value. The stochastic
part includes the variability by considering a weighted,
normally distributed random variable ψ. The weighting
coefficient is the square root of the kriging variance D2

K
of the estimated value ẑ0. It follows that the simulated
value ẑs

0 is the sum of the value estimated by simple
kriging ẑ0 and a N(0, D2

K)-distributed random variable,
thus

ẑs
0 = ẑ0 + DKψ , ψ ∈ N(0, 1) . (2.178)

The simulated value is considered for the simulation
of other random values in the simulation algorithm.
Assuming that E[Z(x)] = μ and E[Z(x0)] = μ(x)0 are
known, simple kriging provides the best linear unbiased
estimates for ẑ0 as

ẑ0 = c0
TK(zT −μ)+μ(x0) , (2.179)

D2
K = cov(x0, x0)− c0

TK−1c0 . (2.180)

The order of the simulation for the values ẑs
0 is deter-

mined by a random-number generator. Deviations from
this procedure result in anisotropies of the covariance.

From this general scheme [2.19] further kriging
methods and other variants can be derived. Simple krig-
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ing is replaced by cokriging. Additional parameters are
taken into account in the simulation. Another approach

is to estimate the deterministic component of the simu-
lated value at random by using indicator kriging.
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As geographic information storage and applications
matured, their use as databases followed. A typ-
ical geoconfiguration consists of a map combined
with an object-relational database, similar to the
300 year-old example shown in Fig. 3.1. Other ge-
ographic databases such as the well-known Earth
browsers Bing or Google Maps contain a simple,
but large, collection of raster orthophoto maps.
Vector maps require a far more sophisticated data
model and are usually rendered while being read
from the database and presented on a display
device.

Sections 3.1–3.4 provide basic knowledge about
database theory. The two most common models,
namely the relational and the object-oriented
model, are explained. The second part of this
chapter (Sects. 3.5–3.11) explains the geospe-
cific aspects of database technology. It starts
with Sect. 3.5 about spatial databases with vec-
tor and raster models, referencing the relevant
standards. Section 3.6 covers spatial queries and
filtering. Section 3.7 explains indexing, which
supports acceleration of queries. Section 3.8 pro-
vides an overview of network databases and some
prominent network search algorithms. Section 3.9
is dedicated to raster databases and Sect. 3.10
introduces time in the context of spatiotempo-
ral databases. Section 3.11 summarizes the most
widespread database software solutions.
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3.1 Historical Background

The term database was coined with the advent of
the computer. However, databases are not a 20th cen-
tury concept. Though known under different names,
databases have been applied for centuries. The early
taxation systems are one of the oldest examples. Fig-
ure 3.1 shows a late 17th century tax-cadastral map that
is linked to a table of tax-relevant parameters necessary
to determine the correct farmer’s tax.

Today, databases are present in every corner of our
life. Modern database technology was developed for ad-
ministration of bank accounts, followed by warehouse

L4

Fig. 3.1 Late 17th century Matrikel map of Kröpelin/Germany,
showing property boundaries, land use, and pointers to the tax data
tables (after [3.1])

Table 3.1 Example of a tax data table

Attribute

Pointer: L4

Municipality: Kröpelin

Location of the village

Proprietor

Municipality

Name of owner

Societal position of owner (full farmer, half farmer, kossat) or profession (tailor, blacksmith)

Size and quality of fields

Description of meadows, pastures, woods, waters, roads

Soil quality, quantity of sowing, quantity of yield, livestock

Tax obligation

Labor service obligation

management. Databases are scalable from small desk-
top solutions to huge server clusters, e.g., a private
photograph collection versus administration of an entire
cellphone system. Some databases may typically have
only a small number of modifications per time period,
while others are very dynamic. A telephone directory or
a railroad schedule has a static nature, while an Internet
shop or a monitoring system for vehicle movements is
very dynamic.

3.1.1 Features of a Database

A database is an organized computer-based collection
of data that allows the management of those data in-
cluding insertion, modification, retrieval, and deletion.
The term database comprises the involved software and
the hardware including the physical data storage. The
operation of a database is controlled by a database man-
agement system (DBMS) that provides the interfaces
for the communication from the outside and conceals
the physical data storage from the applications.

A database has four typical properties [3.2].

Reliability
It shall deliver an uninterrupted service and be able to
cope with unforeseen situations like the interruption of
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a data link. For example during a purchase via the In-
ternet, we expect that the database will be reset to its
original state if the Internet-connection breaks down
after we had paid with our credit card but before the
purchase had been confirmed.

Correctness and Consistency
The internal logics of the data of our database shall be
correct. For example, if we have created a database of
our photographs we expect that the photos shown in the
table of contents do exist in the database and the other
way around the photos that we have loaded appear in
the table of contents, too.

Technology Proof
The DBMS shall be independent of the details of the
hardware and software. It is commonplace that com-
puter hardware and software keep on developing fast.
However, if we visit an Internet shop we do not want to
know, which software and hardware it is built of and if
this has been updated recently.

Security
The data of a database shall be protected against loss
and unauthorized read and write access. The typical ex-
ample regards a bank account. We do not want to let
anybody else read how much money we have or our
depts (read access). At the same time the bank does not
allow us to change the amount of money on our account
be simply typing in new figures (write access). Typi-
cally data access is partitioned in two or more levels of
rights such as user and administrator rights.

3.1.2 Database Architecture

A database is structured in three levels, the external
level, the conceptual level, and the internal level.

A user has usually only a limited access to the
database. We again may think of our bank account. Such
an access is called a view of the database. A view is de-
fined by a subset of the database content and a level of
authorization. The totality of all views forms the exter-
nal level.

Within the database the data are organized and
stored in a way that had been designed before the
database was set up. The database design is explained
further below. For example, consider again the database
of our photographs. It may have a simple hierarchy
with folders named according to events such as holi-
day_2011 on the top level and the photographies on the
bottom level. Such a structure is called a user-oriented

External
level

Conceptual
level

Internal
level

Physical data
organization

Database

View 2

User 1 User 2 User n

Internal
schema

Conceptual
schema

View 1 View n

Fig. 3.2 ANSI/SPARC three-level architecture (after [3.2, 3])

conceptual schema. It resides on the conceptual level of
the database.

The internal schema comprises all aspects of the
physical data storage. The related level is called the
internal level.

The three-level architecture has been developed in
the 1970s and standardized by the American National
Standards Institute (ANSI)/Standards Planning and Re-
quirements Committee (SPARC) (Fig. 3.2, [3.3]).

Database Management System (DBMS)
A Database Management System (DBMS) is the total-
ity of software components that define the data model,
realize all database properties, and provide the interface
between the application programming interface (API)
and the physical storage of the data.

Figure 3.3 explains the structure of and the work-
flow within a DBMS. A query is submitted to the
DBMS through the user interface using a data interac-
tion language, usually the Structured Query Language
(SQL). The user interface is typically an API or the
console for the administrator’s access. The query is for-
warded to the query compiler, which either sends it
directly to the runtime database processor for forming
the final retrieval command or to the query opti-
mizer. The query optimizer is invoked to improve the
database performance. For instance, if a query requires
a Cartesian product of three tables that are significantly
different in size, say 100, 10 000 and 1 000 000 rows,
then it is faster to first compute the product of the two
smaller tables followed by the large one compared to
computing the product of the two larger tables first.

The database may hold, for example, land parcels
whose areas are constrained to values larger than zero

Part
A

3
.1



64 Part A Basics and Computer Science

User
interface

Data
interaction
language

Query

Query
compiler

Runtime
database
processor

Stored
data

manager

Query
optimizer

Constraint
enforcer

Stored data

System
catalog

(data
dictionary)

Concurrency
control/backup/
recovery units

Fig. 3.3 DBMS components used to process user queries (af-
ter [3.2])

square meters. Every time the database is modified,
the constraint enforcer checks the permissibility under
the defined constraints and refuses a change request
when necessary. The runtime database processor han-
dles the access to the physical data storage, technically
spoken to the files in which the data actually reside.
At this level critical situations regarding the overlap-
ping access to the data and data preservation in case of
unforeseen disruptions are cared for. These situations
are named concurrency control, backups and recovery
which are explained below. Sometimes, the part of the
DBMS which controls the critical situations is called
the transaction engine. The query compiler, the runtime
data processor, and the stored data manager read their
control data from the system catalog which is a data
dictionary that holds the three schemas explained in the
upper part of this Sect. 3.1.2.

3.1.3 Operational Requirements

The basic demands on a database are quite self-evident.
A database query shall be answered after a reasonable
time span, and the works of simultaneous operations
shall not interfere. In other words: The availability and

the performance shall be good. The accesses of many
users shall be independent. The latter can be established
by locking that part of a database to which one user has
granted access to.

Transactions
Above, we have seen the example of a disruption of
the network connection while paying for an Internet-
purchase. Such an irregularity must not lead to a loss of
our money and, seen from the logics of the database, it
must not lead to an inconsistent dataset. The payment
is an example of a database transaction. Transactions
are triggered with the commands Insert, Modify, Delete,
and Retrieve. A transaction follows four rules.

• The transaction is atomic as it cannot be split into
smaller transactions. That is, the user can rely on
a transaction performing all its actions in one step
or performing none of the actions at all.• The transaction is consistent as it begins and ends
with a consistent database.• The transaction is isolated as the involved data
cannot be accessed from other users during the
transaction. While interacting with the database
a user should feel that he or she is the only user at
that time.• The transaction is durable as it ends with a perma-
nent modification of the database.

Because of the first letters of the four keywords the
rules are often called ACID-rules.

After a successful transaction the database is set to
the new state. The related command is named Commit.
If a problem occurred the database is set back to its orig-
inal state. This is called a recovery of the database. The
related command is named Rollback.

The simultaneous access of many users to the same
database requires an exclusion of more than one write
access to the same data. This is called concurrency
control. Reference [3.2] gave a good example of the
consequences of disregarding concurrent accesses to the
same data which lead to an inconsistent database.

For example, suppose that my bank balance is
$ 1000. Two transactions are in progress: T1 to credit
my account with $ 300, and T2 to debit $ 400 from
my account. Table 3.2 shows a particular sequence of
the constituent operations of each transaction, termed
interleaving. Transaction T1 begins by reading my bal-
ance B from the database into a program variable X
and increasing X to $ 1300. Transaction T2 then starts
by reading the same balance from the database into Y
and decreasing Y to $ 600. T1 then concludes by writ-
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Table 3.2 Lost update for nonatomic interleaved transactions, T1 and T2, with variables X and Y and bank balance B
(after [3.2])

T1 T2 B (US $ ) X (US $ ) Y (US $ )

1000

X ← B 1000 1000

X ← X +US $ 300 1000 1300

Y ← B 1000 1300 1000

Y ← Y −US $ 400 1000 1300 600

B ← X 1300 1300 600

B ← Y 600 600

ing X to the database as the new balance of $ 1300,
and T2 writes Y to the database as the new balance of
$ 600. It is as if transaction T1 never occurred, a prob-
lem known as lost update. Interleaving can improve
database performance, because shorter operations may
be executed while more lengthy operations are still in
progress. However, interleaving must be controlled to
avoid problems such as lost update [3.2].

3.1.4 Data Models

In Sect. 3.1.2 we mentioned the example of a database
of photographs with folders named according to events
and the photographs of those events underneath those
folders. This structure can be imagined as a simple tree
with the folders as the branches and the photographs as
the leaves. The corresponding data model is a hierarchi-
cal model.

A data model is an explicit definition of the structure
of data. In modern database technology only two types
of data models (database models) are common: The
relational model and the object-oriented model. The
relational model subdivides into the relational model
by Codd [3.4] and the entity-relationship model by
Chen [3.5, 6].

The object-relational database management system
(ORDBMS) combines elements of the relational and
the object-oriented model. The hierarchical model is ap-
plied in the simple example above. It offers an efficient
data storage, but its application is slightly decreasing
because of the limitations. For instance, it cannot model
the links between many house-owners and many insur-
ance companies, which is a many-to-many relationship
shown in Sect. 3.2.4.

The relational model is by far the most common
model of today and discussed in Sect. 3.2.

The applications of the entity-relationship model
are rarer. But after almost four decades it is still ac-
knowledged because of its semantic expressiveness.
It is common ground that its concepts have influ-
enced the development of the object-oriented model and
probably will continue playing their role in future devel-
opments. The entity-relationship model is discussed in
Sect. 3.4.

The object-oriented model overcomes many limita-
tions of the relational model. For instance, the storage
of a polygon in a relational model according to Codd is
laborious because it cannot be extended to inhabit new
data types. Such limitations have been overcome by the
object-oriented model which is discussed in Sect. 3.3.

3.2 Relational Model

This section regards the relational database in the way it
has been defined by Codd in 1970 [3.4]. The data model
is based on set theory and predicate logic. The set theory
is explained below in Sect. 3.2.2. The predicate logic is
a branch of the mathematical logic that considers the
subject–predicate relation [3.7].

A relational database consists of a group of un-
ordered tables. Each table has a number of rows and

columns. Each row represents an item that is described
by the attributes which are placed in the columns. Codd
called such a table a relation because it inhabits a related
set of information [3.2]. Said in other words, each row
provides information that is inter-related by residing in
the same table. This is in contrast to the popular but
wrong thinking that the name relational database refers
to the relation between the tables.
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Often, the term tuple is used instead of row. Orig-
inating in the set theory a tuple is a sequence of n
elements where n is a positive integer.

The relational database model gained wide accep-
tance because of its simplicity. The mayor benefits are
quoted in [3.8].

• Data entry, updates and deletions will be efficient.• Data retrieval, summarization and reporting can be
efficiently computed by introducing techniques like
indexes (Sect. 3.4).• Since the database follows a well-formulated model,
it behaves predictably.• Since much of the information is stored in the
database rather than in the application, the database
is somewhat self-documenting.• Changes to the database schema are easy to make.

3.2.1 Design

To state the obvious: A database is always an abstracted
representation of the real world and thus can never con-
tain any element that one could think of. The definition
of the conceptual schema, the real world’s subset and its
structure, and the mapping to the tables of a database is
called the design of the database. The design is based
on the three-level-architecture explained in Sect. 3.1.2.

Unfortunately the design of a database cannot be au-
tomated. It rather requires decisions on the shape of the
future database. For example, a database shall manage
the plants of a horticulture company. We assume that
apple-trees, oak-trees, black currant bushes and lilac
bushes exist. If we want to create two types of tables we
may put the trees in one table (apple and oak) and the
bushes in the other (currant and lilac). Alternatively we
could put the fruit plants in one table (apples and cur-
rant) and nonfruit plants in the other (oaks and lilacs),
which is probably the more adequate solution for a hor-
ticulture company.

3.2.2 Tables

In a relational model a table is the central element. A ta-
ble represents the real world as far as it shall be modeled
for a given task. A relational database consists of one or
many tables that are related to each other. Obviously,
one table or even a few would be an exceptional case.
As shown in the following examples, a table may rep-
resent the gardens/parcels of a city, the owners of those
garden/parcels, or further information about the own-
ers such as their telephone numbers. A table consists of

rows and columns. Each row represents an instance of
the real-world item the table represents. Each column
represents an attribute of the item [3.2, 4, 9].

There are a number of rules regarding the creation of
the rows of a table in the relational model. These rules
guarantee unambiguous addressing of every item of in-
formation in the relational database by programming.
The uniqueness of a row within a table can be guaran-
teed by designating a primary key. This is a column or
a combination of columns that contains unique values
throughout the table. It is used to address every individ-
ual row and its information by giving the table name and
the primary key. By definition, each table can have only
one primary key, even though several columns or com-
binations of columns (called candidate keys) may have
unique values. The primary key must be selected from
one of the candidate keys.

It is up the designer of the relational database to
decide which of the candidate keys shall become the
primary key. The decision should be based upon the
principle of [3.10]

• minimality (choose the fewest columns necessary),• stability (choose a key that seldom changes), and• simplicity/familiarity (choose a key that is both sim-
ple and familiar to users).

The main properties regarding tables – relationships
and normalization – are elaborated using an example
featuring owners, gardens, and plants. Let us assume
that a city has a table of garden owners called owner,
which looks like the table shown in Table 3.3.

The candidate keys for owner include

• OwnerID,• Telephone.

The telephone is not favorable because they might
change frequently over time.

How should we decide regarding OwnerID and
LastName+FirstName? Both choices are reasonable,
though names change sometimes, for instance with mar-
riage. However, the answer is easy because numeric
columns can be searched and sorted more efficiently
than character columns.

The previous paragraphs outlined the theory. In
many practical applications the primary key is an addi-
tional static integer number that does not change over
time because it is not selected from the information
given in a table. A typical primary key is an order iden-
tifier (ID) or simply a row counter.
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Table 3.3 Table owner: The best choice for primary key for owner would be OwnerID

Table: owner

OwnerID LastName FirstName Address ZipCode City Telephone

2 Johs Paul Goethestraße 17 10625 Berlin 030/8886902

4 Nebel Gregor Kantstraße 102 22089 Hamburg 040/9809099

15 Magnus Karl Brechtstraße 25 17034 Neubrandenburg 0395/7837890

23 Johs Georg Goethestraße 17 10625 Berlin 030/8886902

Table 3.4 Table garden0: OwnerID is a foreign key in garden0 which can be used to reference an owner stored in the
owner table

Table: garden0

GardenID OwnerID Area (m2) Price (€) Soiltype

1 4 1303 1303 Mould clay

2 23 4075 4075 Sandy clay

3 15 911 911 Clay

4 2 2423 2423 Loam

5 23 892 892 Silt–loam

6 2 1550 1550 Loam

Foreign Keys
A relational database is built of tables. Primary keys
are used to create the relationships between the tables.
A foreign key in one table points to a primary key in an-
other table, or expressed the other way around, a foreign
key is a column in a table used to reference a primary
key in another table.

Continuing the example given in the last section, let
us assume that we choose OwnerID as the primary key
for owner. Now we define a second table, garden0, as
shown in Table 3.4.

OwnerID is considered a foreign key in garden0,
since it can be used to refer to a given person, i. e., a row
in the owner table [3.8].

Table 3.5 The tables garden01 and confidential are related
in a one-to-one relationship. The primary key of both tables
is GardenID

Table: garden01

GardenID

Area

Soiltype

One-to-one (1 : 1)

Table: confidential

GardenID

OwnerID

Price

3.2.3 Relationships

Relationships in the real world might be quite complex.
Think of a resident in a city. He or she has numerous
private and official relationships within the neighbor-
hood, with the city council, and beyond. However, the
model of a relational database only allows relationships
between pairs of tables. These tables can be related in
one of three different ways [3.8]

1. one to one (1 : 1),
2. one to many (1 : n),
3. many to many (m : n).

One-to-One Relationships
In this simple case, two tables are related such that each
row of the first table has at most one partner row in
the second table. This type of relation rarely exists in
the real world. However, it is often applied in order
to hide information such as personal data in a second
table.

In the example shown in Table 3.5, the prices of the
gardens are separated from the technical data, e.g., soil
type.

Another example may be a large table of which only
a part is needed in another application. Then it may be
advisable to split the large table into two which are re-
lated with a one-to-one relation, in order to use only the
smaller part-table in the other application.
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For the sake of clarity, tables that are related in
a one-to-one relationship should always have the same
primary key [3.8].

One-to-Many Relationships
A one-to-many relationship of two tables creates a tree-
like structure. This means that, for each row in the first
table, there can be zero, one, or many rows in the sec-
ond table, but for every row in the second table there is
exactly one row in the first table.

For example, each garden can have many trees.
Therefore, garden0 is related to gardenDetails in a one-
to-many relationship (Table 3.6). It is obvious that the
one-to-many relationships are the standard case in rela-
tional databases.

Many-to-Many Relationships
A many-to-many (m : n) relationship of two tables
means that a row of the first table may have many re-
lated rows in the second table and that at the same time
a row in the second table may have many related rows
in the first table. An example is the relation between
house owners and insurance companies/their insurance
programs. A house owner usually has contracts with
several insurance companies, while an insurance com-
pany has many house owners as customers. Thus,
the houseOwner table in a real-estate database would
be related to the insurer table in a many-to-many
relationship.

Many-to-many relationships cannot be modeled in
relational databases and therefore have to be split into
two steps: a one-to-many (1 : n) relation and a many-to-
one (n : 1) relation. This requires an intermediate table
that links to both original tables, in the example above
the house owners and the insurance companies. In the
example shown in Table 3.7, this linking table is called

Table 3.6 There can be many trees, bushes, and vegetables
in a garden, so garden0 and gardenDetails are related in
a one-to-many relationship

Table: garden0

GardenID

Soiltype

One-to-many (1 : n)

Table: gardenDetails

GardenDetailsID

Trees

Bushes

Vegetables

houseOwnerLinksInsurer and would contain one row
for each insurance program of each house owner.

3.2.4 Normalization

The design of a database schema allows for a number
of choices. Those choices include the definition of ta-
bles which may result in a few large tables or many
smaller tables. A large table with many columns may
have all information in one row. A small table with
a few columns may allow for a better overview and
more flexible creation of relationships between the ta-
bles. The primary and foreign keys have been discussed
above.

Normalization may be considered as the process of
simplifying the database structure to minimize the de-
pendency between tables and to allow for the greatest
diversity of database queries. The normal forms are
a linear progression of rules that you apply to your
database, with each higher normal form achieving a bet-
ter, more efficient design [3.8].

The basic normal forms are

• first normal form (1NF)• second normal form (2NF)• third normal form (3NF).

Table 3.7 A linking table, houseOwnerLinksInsurer, is
used to model the many-to-many relationship between
houseOwner and insurer (after [3.8])

Table: houseOwner

IDNumber

LastName

FirstName

Address

ZipCode

City

One-to-many (1 : n)

Table: houseOwnerLinksInsurer

IDNumber

InsurerID

Many-to-one (n : 1)

Table: insurer

InsurerID

CompanyName

Address

ZipCode

City
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The higher levels of normal forms, such as the
Boyce–Codd normal form and the fourth normal form
are less important and are therefore not discussed
here.

First Normal Form
The first normal form (1NF) says that all column values
are atomic. This literally means that they are indivisible.

This means that each column contains only one
value such as apple tree or plum tree. Arrays of val-
ues are not allowed. This structure is advantageous for
easy update or retrieval of data.

The table garden1 (Table 3.8) violates the 1NF.
It is quite obvious that it would take some program-

ming effort to query the data such as: give me all trees
of all species in all gardens. Overall, such programs
tend to contain more programming errors than simpler
programs.

The same table could be improved by replacing the
single Plants column with six columns: Quant1, Plant1,
Quant2, Plant2, Quant3, and Plant3 (Table 3.9), but it
still violates the 1NF.

The design shown in Table 3.9 is still problematic.

1. A search for specific species would need to read
through all columns, e.g., to retrieve the apple trees.

2. The number of different species in a garden is lim-
ited to three.

Table 3.8 garden1 violates first normal form because the data stored in the plants column are not atomic

Table: garden1

GardenID OwnerID Plants

1 4 5 Apple trees, 3 Plum trees, 6 Peach trees

2 23 1 Apple tree

3 15 2 Rhododendrons, 2 Lilacs

4 2 15 Wild roses

5 23 1 Plum tree

6 2 5 Willows

Table 3.9 garden2: A better, but still erroneous, version of the gardens table. The repeating groups of information violate
first normal form

Table: garden2

GardenID OwnerID Quant1 Plant1 Quant2 Plant2 Quant3 Plant3

1 4 5 Apple tree 3 Plum tree 6 Peach tree

2 23 1 Apple tree

3 15 2 Rhododendron 2 Lilac

4 2 15 Wild rose

5 23 1 Plum tree

6 2 5 Willow

Obviously the table could be expanded to more than
three species. However, where is the limit? Any limit
might be too narrow for some exceptional cases. Other-
wise, if the table is defined large, in most cases it would
cause a waste of empty space.

A table in first normal form (1NF) does not have
those problems. The table garden3 in Table 3.10 is in
1NF, as each column only contains one value and there
are no groups of repeating columns.

A column headed SpeciesNumber has been added.
This column allows the definition of a primary key
which could be a composite key of GardenID and
SpeciesNumber.

The rules for 1NF can be summarized [3.11] as fol-
lows

• Eliminate repeating groups in individual tables.• Create a separate table for each set of related data.• Identify each set of related data with a primary key.

Second Normal Form
A table is considered to be in second normal form (2NF)
if it is in 1NF and every nonkey column is fully depen-
dent on the entire primary key. In other words, tables
should only contain data that are related to one entity
(thing) in the real world.

The table garden4 in Table 3.11 is a slightly ex-
tended version of garden3 by the SpeciesID. It is in first

Part
A

3
.2



70 Part A Basics and Computer Science

Table 3.10 The garden3 table is in first normal form

Table: garden3

GardenID OwnerID SpeciesNumber Quantity Name

1 4 1 5 Apple tree

1 4 2 3 Plum tree

1 4 3 6 Peach tree

2 23 1 1 Apple tree

3 15 1 2 Rhododendron

3 15 2 2 Lilac

4 2 1 15 Wild rose

5 23 1 1 Plum tree

6 2 1 5 Willow

Table 3.11 The table garden4 is in first normal form. Its primary key is a composite of GardenID and SpeciesNumber

Table: garden4

GardenID OwnerID Area (m2) SpeciesNumber Quantity SpeciesID Name

1 4 1303 1 5 32 Apple tree

1 4 1303 2 3 2 Plum tree

1 4 1303 3 6 41 Peach tree

2 23 4075 1 1 32 Apple tree

3 15 911 1 2 113 Rhododendron

3 15 911 2 2 121 Lilac

4 2 2423 1 15 124 Wild rose

5 23 892 1 1 2 Plum tree

6 2 1550 1 5 152 Willow

normal form. Each column is atomic, and there are no
repeating groups.

To find out whether table garden4 meets second
normal form (2NF), one has to investigate whether
all columns fully depend on the primary key (in the
given case, a composite of the columns GardenID and
SpeciesNumber).

However, not all columns depend on all parts of
the primary key; for instance, the garden owner (col-
umn OwnerID) and the garden area (column Area) do
not depend on SpeciesNumber. This problem is also
indicated by the fact that both values are repeated for
GardenID = 1 and GardenID = 3. For this reason gar-
den4 is not 2NF.

The second normal form can be achieved by split-
ting garden4 into two tables. The process of splitting
a nonnormalized table into its normalized parts is called
decomposition. Since garden4 has a composite primary
key, the decomposition process is easy: one simply puts
everything that applies to each garden in one table,
and everything that applies to each species in the sec-
ond table. The two decomposed tables, garden0 and
gardenSpecies, are shown in Table 3.12.

Two thoughts should be considered.
During the normalization process, no information is

deleted. This form of decomposition is termed nonloss
decomposition, because no information is sacrificed to
the normalization process.

The decomposed table can be recombined to one ta-
ble. This is guaranteed by the common foreign key, in
the example GardenID.

The rules for 2NF can be summarized [3.11] as fol-
lows.

• Create separate tables for sets of values that apply
to multiple records.• Relate these tables with a foreign key.

Third Normal Form
A table is said to be in third normal form (3NF) if it is
in 2NF and if all nonkey columns are mutually indepen-
dent.

The dependency that violates the 3NF may be of
various kinds, for instance:

A new column is derived from two others. An exam-
ple could be the price for a garden which is computed
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Table 3.12 The garden0 and gardenDetail tables satisfy second normal form (2NF). GardenID is a foreign key in
gardenDetail that can be used to rejoin the tables

Table: garden0

GardenID OwnerID Area (m2) Price (€) Soiltype

1 4 1303 1303 Mould clay

2 23 4075 4075 Sandy clay

3 15 911 911 Clay

4 2 2423 2423 Loam

5 23 892 892 Silt-loam

6 2 1550 1550 Loam

Table: gardenSpecies

GardenID SpeciesNumber Quantity SpeciesID Name

1 1 5 32 Apple tree

1 2 3 2 Plum tree

1 3 6 41 Peach tree

2 1 1 32 Apple tree

3 1 2 113 Rhododendron

3 2 2 121 Lilac

4 1 15 124 Wild rose

5 1 1 2 Plum tree

6 1 5 152 Willow

by the product of the area (in one column) and the price
per m2 (in a second column). If this price is stored in
a third column, then that column depends on the other
two and must be updated if the value in one of the others
is changed.

Two columns have the same content but are sim-
ply coded in a different way. In Table 3.12, the value
32 in the column SpeciesID = 32 is exchangeable with
the value Apple tree in the column Name. So this is
redundant information in the table.

Redundancy may cause anomalies with insertion,
update, and deletion of records. Such types of problems
can be avoided if tables are developed towards the third
normal form (3NF).

In our example, the table gardenSpecies can be fur-
ther decomposed to achieve 3NF by breaking out the
SpeciesID–Name dependency into a lookup table, as
shown in Table 3.13. As a result we have the new table
gardenDetail1 and the lookup table species. The col-
umn SpeciesID is duplicated to appear in both tables, as
a foreign key in gardenDetail1 and as a primary key in
species. This allows an easy join of the two tables using
a query.

The rule for 3NF can be summarized as

• eliminate fields that do not depend on the key [3.11].

Table 3.13 The gardenDetail1 and species tables are in
third normal form (3NF). The SpeciesID column in gar-
denDetail1 is a foreign key referencing species

Table: gardenDetail1

GardenID SpeciesNumber Quantity SpeciesID

1 1 5 32

1 2 3 2

1 3 6 41

2 1 1 32

3 1 2 113

3 2 2 121

4 1 15 124

5 1 1 2

6 1 5 152

Table: species

SpeciesID Name

2 Plum tree

32 Apple tree

41 Peach tree

113 Rhododendron

121 Lilac

124 Wild rose

152 Willow
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