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Foreword

Broadly perceived control, automation, robotics and measuring techniques
belong to the most relevant fields of science and technology, both from the point of
view of theoretical challenges and practical importance. In spite of being separate ar-
eas of research, knowledge and expertise, they are strongly related, both in terms of
paradigms and tools and techniques employed, as well in terms of their industrial scope
of applications. Therefore, an industrial, practice oriented perspective is an important
aspects of those areas. Moreover, automation, robotics and measuring techniques have
a significant innovative potential as the current industrial practice calls for a further
integration of all kinds of production systems, more ecological and energy efficient
solutions as well as cost and time effective production and manufacturing processes.

Among many important problems and challenges faced by automation and control,
most of which have been reflected in the scope of the papers included in this volume,
one can mention, for instance, discrete systems, actuators, diagnostics, and modern
tools exemplified by fuzzy logic, evolutionary computation, neural networks, proba-
bilistic approaches, etc.

In robotics, in particular in its part related to the development of mobile robots, one
can quote as crucial problems and challenges various problem solving tasks related to
the control of walking robots, control of manipulators, motors and drivers, mechatronic
systems, and tracking control.

Measuring techniques and systems have to overcome, first of all, barriers implied
by environmental conditions and limitations. They call for the development of novel
sensors (also utilizing novel materials such as graphene), advanced signal processing
and a more foundational development focused on the theory of metrology.

This book presents the recent advances and developments in control, automation,
robotics, and measuring techniques that are trying to meet those challenges and to fulfil
those technological, economic and social needs. It presents contributions of top experts
in the fields, focused on both theory and industrial practice. The particular chapters
present a deep analysis of a specific technical problem which is in general followed by
a numerical analysis and simulation, and results of an implementation for the solution
of a real world problem.



VI Foreword

We strongly believe that the presented theoretical results, practical solutions and
guidelines will be useful for both researchers working in the area of engineering sci-
ences and for practitioners solving industrial problems.

Warsaw Roman Szewczyk
January 2014 Cezary Zieliński

Małgorzata Kaliczyńska
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Jan Fraś, Jan Czarnowski, Mateusz Maciaś, Jakub Główka
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Wojciech Giernacki

The Influence of the End Effector Gyroscopic Torques
on a Base of the Manipulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
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Adam Owczarkowski

Sensitivity and Offset Voltage Testing in the Hall-Effect Sensors Made of
Graphene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 631
Oleg Petruk, Roman Szewczyk, Tymoteusz Ciuk,
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FPGA Based Processing Unit for a Checkweigher . . . . . . . . . . . . . . . . . . . . . . 713
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Application of Artificial Neural Network for Modelling  
of Electrohydraulic Drive 

Mirosław Adamczyk and Andrzej Milecki 

Poznan University of Technology 
ul. Piotrowo 3, 60-965 Poznań, Poland 
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Abstract. The article describes the use of the Artificial Neural Network for 
modelling and simulation of electrohydraulic drive. The investigation test stand 
for this drive is presented and some investigation results are included. The 
structure of artificial neural network used for modeling is described and shortly 
discussed. The teaching procedure is described and some simulation results are 
presented. The accuracy of simulation results network are included. 

Keywords: electrohydraulic drive, artificial neural network, modeling. 

1 Introduction 

Electrohydraulic servo drives are in their nature non-linear systems and therefore their 
design and control is not easy. That’s why in their design and control, computer 
modelling methods play very fundamental role. In the literature there are several 
publications about electrohydraulic drives modelling [1–3]. In most cases the 
presented models are linear in nature, but only some non-linear blocks are added. In 
fact not all features of electrohydraulic drives is good enough recognized and 
described, thus the models and simulation results does not fits very well to 
characteristic obtained during laboratory investigations.  

Neural networks are increasingly employed in a wide range of application such as 
modelling, control, classification, pattern recognition, signal processing, and may 
other areas [4, 5]. Feed forward ANN are based on neurons in hidden layers which 
compute a non-linear function of the scalar product of input vector and a weight 
vector. There are theoretical justifications that, if the network topology is sufficiently 
large with sufficient number of hidden layers and neurons, then any continuous 
function can be approximated by ANN by carefully choosing the parameters of the 
network [6]. In literature there are publications about applications of artificial neural 
network in modelling of devices dynamics and in their controllers [7–10]. Therefore 
authors decided to apply of such networks in modelling of electrohydraulic servo 
drives. Such models doesn’t require the formulation of complicated derivative 
equations and the transformation them into simulation model. Also knowledge of 
accurate parameter values is not needed. Instead of special, rather expensive 
simulation software like, for example MATLAB/Simulink other, also freeware 
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In the computer an input/output card type DaqBoard 3001was  installed. The 
control signal to the servo valve control card was send using 16-bit DA converter, 
which output voltage was in a range ±10 V. The piston position was measured using 
two channel (+A, +B) encoder which was worked using following parameters: x4 
count mode; latch on scan; pulse detection: edge detect – rising edge, debounce 
trigger – after stable, debounce time 500 ns. The use of x4 count mode enabled the 
increase of position measurement resolution to 2 μm. The position was measured on a 
distance 242 mm, so the maximum number of pulses obtained from encoder was 
equal to 121 000. The measuring time was equal to 20 sec. The supply pressure was 
equal to 10 MPa and the fluid temperature was in a range + 55 °C to + 63°C. The 
servo valve control and the piston position signals were recorded to a files and later 
transformed to the Matlab-Simulink software. 

3 Structure of Artificial Neural Network Used for Modelling  

During tests we tried to teach the ANN of different structures using the same training 
data (signals).  The structure of the artificial neural network used in presented here 
investigations was established after making many time consuming trials. Therefore 
the obtained results are suitable only for specific electrohydraulic drive and for 
assumed measurement parameters. In the investigations we used and checkup the 
usefulness of different three layers ANN structures with input layer: from 4 to 50 
artificial neurons with different activation functions and with hidden layer: from 4 to 
50 artificial neurons with different activation functions. We tried also different 
teaching methods and different delays for input signal values (from 2 to 20) and for 
output signal values (from 2 to 20).  
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For the teaching procedure the signals shown in Fig. 3 were used. During this 
teaching process we looked for obtainment assumed acceptable position error, which 
was established in a range of ±1 mm. For comparison, in Fig. 4 signals obtained after 
teaching process are shown. On the ANN model inputs the same signal as used during 
teaching was given. One can note, that the ANN output signal is very similar to the 
output signal of a real drive. Also ANN model error was in acceptable range e.g. less 
than 1 mm. 

In Figure 5 errors of ANN model are shown. At first, the valve input signal, used in 
teaching is shown (Fig. 5a) and below ANN model error curve obtained during 
simulations is presented. In Figure 5c and Fig. 5e two other input signals, not used 
during teaching process, are shown and in Fig. 5d and 5f ANN model error curves 
obtained during simulation are respectively shown. One can note, that when on the 
input is the same signal as used during simulation, the modelling error is very low. 
Unfortunately, when the not known to the ANN input signal is used, the errors are 
significantly bigger, but the calculated error was always in a range of ±2 mm, which 
can be regarded as acceptable. 

5 Conclusion 

The experiments described in the paper showed that the artificial neural networks can 
be used as effective simulation model of electrohydraulic drive with servo valve. The 
design of the neural network model does not require a complicated design procedure. 
Although, usually at a first look it sees that the use of ANN for modelling is very 
easy, in fact there are several problems to be solved and several questions to be 
answered. To the most difficult one can regard the choosing of the network 
architecture, its number of inputs, number of layers, art of activation functions and 
teaching algorithm. Other questions concern the learning methods and the accuracy 
and sampling frequency of recorded investigation results. The last factor influence 
really heavy on accuracy and behavior of artificial neural network model. The results 
obtained in simulation of electrohydraulic drive shown, that the use of ANN for 
modelling is possible and gave satisfactory results. 
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Abstract. A method aimed at refinement of the cyclic steady state space 
reachable in the given multimodal transportation network is proposed. The 
paper introduces the concept of a System of Concurrent Multimodal Cyclic 
Processes in which several subnetworks interact each other via distinguished 
subsets of common shared workstations as to provide a variety of demand-
responsive work-piece transportation/handling services. Searching for the cyclic 
steady state behavior the following question is considered: Is the cyclic steady 
state space reachable in the given network structure ? The declarative approach 
employed makes it possible to evaluate the reachability of cyclic behaviors on a 
scale that reflects real practice.  

Keywords: state space, cyclic steady state, cyclic scheduling. 

1 Introduction 

The aim of effective management (of a different nature and character) of concurrently 
executed flows, especially the processes implemented in transport systems, is to make 
sure that the system behaves in a planned manner which minimizes the operating 
costs. In terms of the transport system that constitutes a network of multimodal modes 
of material transport, the aim of logistic management is to select such a structure that 
guarantees the anticipated variants of traffic at various times of the day as well as 
during mass events and in crisis situations. It is quite obvious that various behaviors 
of the system and, as a result, the implementations of various variants of a journey are 
determined by the parameters of a transport structure, such as the number and length 
of particular lines, number of modes of transport as well as limitations related with 
their capacity and speed. 

In general terms, it means that various structures of a transport system may produce 
different variants of its performance, especially divergent scenarios of the traffic control 
in transport. In the presented context, it seems necessary to evaluate and, consequently, 
to prepare variants of a potential multimodal structure of a transport network, e.g. in the 
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phase of its design or modernization. The present work focuses on this problem. The 
accepted model assumes there is a network of concurrently implemented cyclic 
processes (modes of transport) that use commonly available resources (elements of 
routes, stops, stations etc.). The local cyclic processes, synchronized with a protocol of 
mutual exclusion, make it possible to implement the so-called multimodal processes, i.e. 
processes understood as material flow traffic in particular directions (e.g. east- west) or 
between the selected points in the network. For such a model, it is crucial to find a 
method of prompt variant preparation for the particular structures and organization of  
material transport multimodal networks. 

The problems of evaluating the cyclic implementation of processes are usually 
considered in terms of cyclic scheduling problems. The literature on the subjects provides 
numerous methods of solving these problems [5]. Among them there are mathematic 
programming methods [1, 10], max-plus algebra methods [6], constraint programming 
techniques [3, 4], Petri nets [9], etc. Most of them deal with seeking solutions than 
minimize the period of cyclic scheduling. The approaches that make it possible to evaluate 
cyclic behaviors and, at the same time, avoid deadlocks are quite rare. Therefore, the 
presented method makes it possible to determine the non-blocking behaviors (i.e. cyclic 
schedules) in the systems of concurrently executed multimodal processes. 

Section 2 provides a description of the System of Concurrent Multimodal Cyclic 
Processes (SCMCP) – model of a structure and behavior of the considered class of 
multimodal network of material transport. Automated Guide Vehicle System (AGVS) 
is considered as a real-life case of the multimodal network composed of different 
components such as lifts, AGVs, transporters and so on. In Section 3 we formulate the 
problem of prompt prototyping of behaviors observed in the given structure of the 
multimodal network. The method of solving this problem is shown in Section 4. 
Then, Sections 5 and 6 describe the conducted experiments and provide conclusions 
resulting from them. 

2 System of Concurrent Multimodal Cyclic Processes 

2.1 Structure 

Fig. 1 shows an example of a AGVS structure of which is a composition of numerous 
recurring fragments (subsystems): the material transport takes place within them. 
Work pieces are transported along two set routes: north-south (blue line –  ݉ ଵܲ) and 
east-west (red line – ݉ ଶܲ). These routes, setting the courses of multimodal processes, 
are composed of fragments of the proper lines of transport (AGV routes). In the 
considered case, there are four AGV lines ( ଵܲ , ଷܲ, ଶܲ  and ସܲ ) used to transport 
materials along the routes. A system of this kind can be modeled as the SCMCP 
shown in Fig. 2a). The class SCMCP is assumed to include two types of processes: 

• local processes (representing modes of  transport – ଵܲ , ଶܲ , ଷܲ , ସܲ ), whose 
operations are cyclically repeated along the set routes (sequences of successively 
used resources). For the system from Fig. 2a), the routes of local processes are 
defined as follows: ݌ଵ ൌ ሺܴ଺, ܴଶ, ܴଷሻ, ݌ଶ ൌ ሺܴହ, ܴଵ, ܴଶሻ, ݌ଷ ൌ ሺܴସ, ܴଵ, ଼ܴሻ, ݌ସ ൌ ሺܴଷ, ܴସ, ܴ଻ሻ, 
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Fig. 1. Example of an AGVS 

 

Fig. 2. SCMCP model of an AGVS from: Fig 1 a), and for an example from Fig. 3 b)  

• multimodal processes (݉ ଵܲ, ݉ ଶܲ) representing streams of materials. Operations of 
the multimodal processes are implemented cyclically along routes being 
compositions of fragments of routes of local processes representing resources used 
for transporting materials along a given route. For the system from Fig. 2a), the 
routes of multimodal processes are defined as follows: 
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Process operation are implemented on two kinds of resources: own resources (each 
of them is used by only one process of a given kind – ܴହ, ܴ଺, ܴ଻, ଼ܴ) and shared 
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resources (each of them is used by more than one process of a given kind – ܴଵ, ܴଶ, ܴଷ, ܴସ ). Process uses resources that are shared in the mode of mutual 
exclusion, i.e. in a given moment only one process operation of a given kind can be 
implemented on a resource (yet, process operations of different kinds, local and 
multimodal, can be implemented simultaneously). 

The access to shared resources is given in the sequence determined by the 
dispatching rules  ൌ ሼ߆଴, ௟߆ ଵሽ. It is assumed that߆ ൌ ൛ߪଵ௟, … , ௞௟ߪ , … , ௟௞௟ߪ ൟ, where ߪ௞௟  
– is the sequence whose elements determine the order in which the processes (local ݈ ൌ 0 / multimodal ݈ ൌ 1) are provided with access to the resource ܴ௞. In case of the 
system from Fig. 2a), the access to shared resources is determined by the following 
rules ߪଵ଴  ൌ ሺ ଶܲ, ଷܲሻ, ߪଶ଴  ൌ ሺ ଵܲ, ଶܲሻ, ߪଷ଴ ൌ ሺ ଶܲ, ଷܲሻ, ߪସ଴ ൌ ሺ ଷܲ, ସܲሻ, ߪଵଵ  ൌ ሺ݉ ଶܲ, ݉ ଵܲሻ, ߪଶଵ  ൌ ሺ݉ ଵܲ, ݉ ଶܲሻ, ߪଷଵ ൌ ሺ݉ ଵܲ, ݉ ଶܲሻ, ߪସଵ ൌ ሺ݉ ଶܲ, ݉ ଶܲሻ. 

The subsequent operation starts right after the current operation is completed, 
providing that the resource indispensible to its implementation is available. While 
waiting for the busy resource, the process does not release the resource which was 
assigned for implementing the previous operation. Moreover, an assumption is made 
that processes are of no-expropriation nature, and the times and sequence of 
operations performed by the processes do not depend on external interferences. 

The parameters described above constitute the structure of SCMCP that determines 
its behavior. Formally, the structure of SCMCP is defined as the following tuple [3]: 

ܥܵ  ൌ ൫ሺܴ, ,ሻܮܵ  ൯ , (1)ܯܵ

where: ܴ ൌ  ሼܴ௞ | ݇ ൌ 1, . . . , ݈݇ሽ – set of resources,   ܵܮ ൌ ሺܲ, ܷ, ܱ, ܶ, ܲ :଴ሻ – structure of local processes, where߆ ൌ ሼ ௜ܲ |݅ ൌ 1 … ݈݊ ሽ – set of local processes , ௜ܲ  –  ith process,   ܷ ൌ ൛݌௜ ൌ  ൫݌௜,ଵ, … , ,௜,௝݌ … , ݅ |௜,௟௥ሺ௜ሻ൯݌ ൌ 1 … ݈݊ൟ  – set of routes of local 
processes, ݌௜  –  ith  route, ݌௜,௝ א ܴ  – resource required for 
implementing jth operation of the process ௜ܲ ,  ܱ ൌ ൛ ௜ܱ ൌ  ൫݋௜,ଵ, . . , ,௜,௝݋ . . . , ݅| ௜,௟௥ሺ௜ሻ൯݋ ൌ 1 … ݈݊ൟ  – set of sequences of 
operations, ݋௜,௝ – jth  operation of the process ௜ܲ , ܶ ൌ ൛ ௜ܶ ൌ  ൫ݐ௜,ଵ, … , ,௜,௝ݐ … , ݅ |௜,௟௥ሺ௜ሻ൯ݐ ൌ 1 … ݈݊ൟ  – set of sequences of 
operation performance times, ݐ௜,௝  – time of performing an operation ݋௜,௝௛ ଴߆  , ൌ ൛ߪ௞଴ ൌ ሺݏ௞,ଵ଴ , . . . , ௞,ௗ଴ݏ , . . . , ௞,௟௛ሺ௞,଴ሻ଴ݏ ሻ |݇ ൌ 1 … ݈݇ൟ  – set of dispatching 
rules, ߪ௞଴ – dispatching rule for the resource ܴ௞, ݏ௞,ௗ଴  – local process, ݈݄ሺ݇, 0ሻ – length of the rule  ߪ௞଴, ܵܯ ൌ ሺ݉ܲ, ܷ݉, ܱ݉, ݉ܶ, ܲ݉ :ଵሻ – structure of multimodal processes, where߆ ൌ ሼ݉ ௜ܲ|݅ ൌ 1 … ݉ ሽ – set of multimodal processesݓ݈ ௜ܲ, ݈ݓ- number of 

the processes  ܷ݉ ൌ ൛݉݌௜  ൌ  ൫݉݌௜,ଵ, … , ,௜,௝݌݉ … , ݅|௜,௟௠ሺ௜ሻ൯݌݉ ൌ 1 … ൟݓ݈  – set of routes 
of local processes,  ݉݌௜  – ݅th route,  
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ܱ݉ ൌ ൛݉ ௜ܱ௛ ൌ  ൫݉݋௜,ଵ, . . . , ,௜,௝݋݉ . . . , ݅| ௜,௟௠ሺ௜ሻ൯݋݉ ൌ 1 … ሽݓ݈  – set of 
sequences of operations, ݉݋௜,௝ – ݆th operation of the process ݉ ௜ܲ , ݉ܶ ൌ ൛݉ ௜ܶ ൌ  ൫݉ݐ௜,ଵ, … , ,௜,௝ݐ݉ … , ݅ |௜,௟௠ሺ௜ሻ൯ݐ݉ ൌ 1 … ൟݓ݈  – set of 
sequences of operation times, ݉ݐ௜,௝  – time of operation performance ݉݋௜,௝,  ߆ଵ ൌ ൛ߪ௞ଵ ൌ ሺݏ௞,ଵଵ , . . . , ௞,ௗଵݏ , . . . , ௞,௟௛ሺ௞,ଵሻଵݏ ሻ | ݇ ൌ 1 … ݈݇ൟ  – set of dispatching 
rules of multimodal processes, ߪ௞ଵ – dispatching rule for the resource ܴ௞, ݏ௞,ௗଵ  – multimodal process, ݈݄ሺ݇, 1ሻ – length of the rule ߪ௞ଵ.   

2.2 Behavior 

In the systems of concurrent cyclic processes, the behavior is usually presented [5], 
[6], as schedules determining the moments of initiating all the operations 
implemented within them. Fig. 3a) provides an example of such a schedule that 
determines the way of implementing the processes of ܵܥ structure from Fig. 2b). 
 

 

 

Fig. 3. Cyclic schedule for structure from Fig. 2b) a), and the corresponding states space ࣪ b) 

The presented schedule is an example of cyclic behavior, i.e. the successive states 
of the processes are reachable with the constant period (the operations of local 
processes are repeated with the period ߙ ൌ 9 t.u. (time units) and the multimodal 
processes with ݉ߙ ൌ 27 t.u. 

In this approach, each behavior can be comprehended as a sequence of successive 
states (subsequent allocations of processes, as well successively changing, according 
to the rules  of access rights). In case of the schedule from Fig. 3a), it is a sequence 
of 27 states ܵ଴, ܵଵ, ܵଶ,…, ܵଶ଺. Formally the SCMCP state is defined as follows [3]: 
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where ݈ܵ௥ means the ݎth state of local processes:  

                               ݈ܵ௥ ൌ ሺܣ௥, ܼ௥, ܳ௥ሻ, ܣ௥ ൌ ሺܽଵ௥, ܽଶ௥, … , ܽ௞௥, … , ܽ௟௞ ௥ሻ  – allocation of local processes In the ݎ th 
state, ܽ௞௥ א ܲ ׫ ሼ∆ሽ; ܽ௞௥ ൌ ௜ܲ  – allocation meaning that the resource  ܴ௞ 
occupied by the process ௜ܲ , and ܽ௞௥ ൌ ∆ – means that the resource ܴ௞ is 
unoccupied. ܼ௥ ൌ ሺݖଵ௥, ,ଶ௥ݖ … , ,௞௥ݖ … , ௠௥ሻݖ  – sequence of semaphores of the  ݎ th state, ݖ௞௥ א ܲ  – semaphore determining the process (an element of rule ߪ௞଴ ), 
which has an access to the resource ܴ௞ next in the sequence, i.e. ݖ௞௥ ൌ ௜ܲ  
means that process ௜ܲ   is the next to access the resource  ܴ௞ . ܳ௥ ൌ ሺݍଵ௥, ,ଶ௥ݍ … , ,௞௥ݍ … , ݎ  ௠௥ሻ – sequence of semaphore indexes of theݍ th 
state, ݍ௞௥ – index determining the position of the semaphore value  ݖ௞௥ in 
the dispatching rule ߪ௞଴ ௞௥ݖ , ൌ ௞,ሺ௤ೖೝሻݏ ௞௥ݍ , א  Գ. For example,  ݍଶ௥  = 2 
and ݖଶ௥ ൌ ଵܲ  means that the process ଵܲ  is the second element of the 
dispatching rule ߪଶ଴.  ݉ܵ௥ means the  ݎth state of multimodal processes: ݉ܵ௥ ൌ ሺ݉ܣ௥, ܼ݉௥, ݉ܳ௥ሻ, ݉ܣ௥ ൌ ሺ݉ܽଵ௥, ݉ܽଶ௥, … , ݉ܽ௞௥, … , ݉ܽ௠௥ሻ  – sequence of multimodal processes 
allocation in the ݎth state, ݉ܽ௞௥ א ݉ܲ ׫ ሼ∆ሽ, ܼ݉௥ ൌ ሺ݉ݖଵ௥, ,ଶ௥ݖ݉ … , ,௞௥ݖ݉ … , ௠௥ሻݖ݉  – sequence of semaphores of the ݎ th 
state, ݉ݖ௞௥ א ݉ܲ  – determines the process (an element of the rule ߪ௞ଵ , 
ascribed to ܴ௞), which has the access right to the resource ܴ௞, ݉ܳ௥ ൌ ሺ݉ݍଵ௥, ,ଶ௥ݍ݉ … , ,௞௥ݍ݉ … ,  ௠௥ሻ – sequence of semaphore indexes  ofݍ݉

the ݎth state, ݉ݍ௞௥  determines the position of the semaphore value ݉ݖ௞௥ in 
the dispatching rule ߪ௞ଵ, ݉ݖ௞௥ ൌ ௞௥ݍ݉ ,௞,ሺ௠௤ೖೝሻݏ א  ܼ. 

Behaviors of the system characterized by various sequences of subsequently 
reachable states ܵ௥ (2) can be illustrated in a graphical form as a state space ࣪. Fig. 3b) 
shows an example illustrating this possibility for the system from Fig. 2b). If we take 
the graph-theoretical interpretation of the space ࣪ the diagraph corresponding to it is 
represented by the pair ࣪ ൌ ሺॺ, ॱሻ, where ॺ means a set of admissible SCMCP states 
[3], ॱ ك ॺ ൈ ॺ means a set of arcs representing transitions between SCMCP states 
(transitions take place according to the function ܵ௙ ൌ   .ሺܵ௘ሻ described in [3]ߜ

Cyclic behaviors shown in Fig. 3b) are connected with the presence of cyclic 
subgraphs (e.g. digraph ܩଵ) in the space ࣪. The initiation of process implementation 
from an arbitrary state of the digraph ଵܩ   results in attaining (e.g. by means of 
transition states) the states being part of a cycle (states marked with blue). A set of 
such sates depicted by a cyclic route is called as a cyclic steady state. 

It must be emphasized that not all of the state space ࣪ result in such a cyclic 
steady states. Most states lead to deadlock states (marked with the symbol ), which 
in practice mean an interrupt of the system resulting from the occurrence of a closed 
chain of requests (e.g. blockade of AGV lines caused by AGV stops occupancy).  

In general case the space ࣪ may not include cyclic steady states. Such situations 
are quite common in the systems with high density of processes (e.g. in transportation 
systems). In the context of such systems, the question of evaluating the cyclic 
behavior attainability becomes crucial.  
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3 Problem Formulation 

There is SCMCP with the structure ܵ(1) ܥ including: 

• set of resources  ܴ, 
• local processes ܲ  described by routes ݌௜ , operation sequences ௜ܱ  and their 

duration times  ௜ܶ , 
• multimodal processes ݉ܲ dscribed by the routes ݉݌௜, operation sequences ݉ ௜ܱ 

and their duration times ݉ ௜ܶ, 
• set of dispatching rules . 

An answer is sought to the question: Is the space ࣪ of determined cyclic steady 
states reachable in the SCMCP system with the given structure  ? 

A positive answer to this question implicates other issues concerning the period of 
the reachable cyclic steady states, the degree to which the resources are used, methods 
of transitions between the determined cyclic steady states, the method of avoiding 
internal disturbances (e.g. breakdowns of modes of transport or traction failures) etc. 

4 Method of Generating the State Space 

In order to answer the question posed above, we have developed an approach that 
uses the following properties of the pace of states ࣪ [3]: 

1. initial state (in Fig. 3b) marked with the symbol ) is a state without input 
arcs, ܵܤ ك ॺ – means a set of all initial states of the space  ࣪, 

2. deadlock state () is a state without output arcs, 
3. if in the space ࣪ there is a non-empty set of states  ॺ ്  in which no state is ,׎

an initial state ܵܤ ൌ  .then all the states are included into cyclic steady states ,׎

The proposed approach is based on the idea of the iterative elimination of the 
initial states  ܵܤ out of the states space ࣪, which is illustrated by the example below. 

In a set of acceptable states ॺ, of the system with the structure ܵܥ, let there be a 
non-empty subset of initial states ܵܤሺଵሻ ് ׎  – where the subscript refers to the 
number of successively implemented steps of the proposed procedure. In the first 
step, it is assumed that all states ܵܤሺଵሻ  are inadmissible. It means that constraints 
excluding states ܵܤሺଵሻ are added to constraints determining admissibility. Therefore, 
a new set  ॺሺଵሻ ؿ ॺ is obtained and it is devoid of initial states ॺሺଵሻ ׫ ሺଵሻܤܵ ൌ ॺ. In 
the graph representation, it means that all digraphs of the space ࣪ have been reduced 
by the initial states – and that leads to the space ሺ࣪ଵሻ.  

It is easily noticeable that the elimination of initial states results in shortening all 
the transitory routes, and each descendant of the initial state of the space ࣪ becomes 
an initial state of the space ሺ࣪ଵሻ. 

In the subsequent state, a set of initial states  ܵܤሺଶሻ is determined again, this time, 
however, in the set of states ॺሺଵሻ (set of states of the space ሺ࣪ଵሻ).  If ܵܤሺଶሻ is a non-
empty set ܵܤሺଶሻ ് ׎  then, similarly as in the first step, they are considered 
inadmissible states. As a result of the reduction of states of the set ܵܤሺଶሻ, another set 
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ॺሺଶሻ ؿ ॺሺଵሻ  is obtained (along with the space ሺ࣪ଶሻ ) and the whole procedure is 
repeated all over again for it. The content of the set of initial states is checked by the 
stop condition. If in the ݅th state, the set of initial states is empty ܵܤሺ௜ሻ ൌ  then ,׎
according to the property (iii), each state of the set ॺሺ௜ିଵሻ (providing the set is not 
empty) is a state included into the cyclic steady states. The set ॺሺ௜ିଵሻ thus obtained is 
a subset ॺ consisting only of states included in the steady cyclic steady states.  

The stage of determining the set of initial states plays a crucial role in the presented 
procedure. Therefore, a fundamental question arises concerning the method of 
determining the sets ܵܤሺ௜ሻ. The set ܵܤሺ௜ሻ may be considerd as a set of all solutions to 
the following the constraints satisfaction problem [3, 8]: 

 ܲ ௌܵ஻ሺ௜ሻ  ൌ ቀሺܵ௥, ,ௌሻܦ  ௌ஻ሺ௜ሻቁ, (3)ܥ

where: ܵ௥ – decision variable, initial state ܵ௥ א ॺ, ܦௌ  – domain determining admissible values of variables (allocation, semaphores, 
indexes) characterizing the state  ܵ௥, ܥௌ஻ሺ௜ሻ ൌ ேܥ ׫ ሼܵ௥ ് ሺܵ௘ሻ ,ܵ௘ߜ א ॺሽ ׫ ௌ஻ሺ݅ܥ െ 1ሻ – set of constraints: ܥே – constraints of admissibility of states  ܵ௥ [3],  ሼܵ௥ ് ሺܵ௘ሻ ,ܵ௘ߜ א ॺሽ – constraint that guarantees that  ܵ௥  is an initial 

state (there is no state ܵ௘ leading to state ܵ௥). ܥௌ஻ሺ݅ െ 1ሻ ൌ ൛ܵ௥ ב ,ሺଵሻܤܵ ܵ௘ ב ,ሺଵሻܤܵ ܵ௥ ב ,ሺଶሻܤܵ ܵ௘ ב ,ሺଶሻܤܵ … , ܵ௥ ,ሺ௜ିଵሻܤܵב ܵ௘ ב  ሺ௜ିଵሻሽ – a set of constraints excluding initial states determinedܤܵ
in the steps 1 … ሺ݅ െ 1ሻ out of the set of solutions. 

A solution to the problem ܲ ௌܵ஻ሺ௜ሻ  (3) is the admissible state ܵ௥  that no other 
admissible state ܵ௘ : ܵ௥ ് ሺܵ௘ሻ , ܵ௘ߜ א ܤܵ  leads to. The state ܵ௥  determined in 
this way meets the assumptions of the initial state (i). Therefore, the set of all thus 
determined solutions to the problem ܲ ௌܵ஻ሺ௜ሻ is the set ܵܤሺ௜ሻ. It means that with use of 
this problem in the iterative procedure (solution to the problem (3) successively for ݅ ൌ 1,2,3 …) it is possible to determine a set of states constituting all cyclic steady 
states of the system. The applied algorithm has the following form: 

Algorithm 1 function CYC L IC ST E A D Y STAT E GE N E R AT IO N ሺܦௌ, ,ேܥ ݅ ሻߜ ՚ ௌ஻ሺ0ሻܥ   0 ՚ ݅    do ׎ ՚ ݅ ൅ 1 ܲ ௌܵ஻ሺ௜ሻ  ՚ ൫ሺܵ௥, ,ௌሻܦ ேܥ ׫ ሼܵ௥ ് ሺܵ௘ሻ ,ܵ௘ߜ א ॺሽ ׫ ௌ஻ሺ݅ܥ െ 1ሻ൯ ܵܤሺ௜ሻ ՚ SE A R C H AL L ሺܲ ௌܵ஻ሺ௜ሻሻ  ܥௌ஻ሺ݅ሻ ՚ ௌ஻ሺ݅ܥ െ 1ሻ ׫ ൛ܵ௥ ב ,ሺ௜ሻܤܵ ܵ௘ ב ሺ௜ሻܤܵ ሺ௜ሻൟ whileܤܵ ஼ܵܲ ׎ ്  ՚ ൫ሺܵ௥, ,ௌሻܦ ேܥ ׫ ܸ ௌ஻ሺ݅ሻ൯ܥ ՚ SE A R C H AL L ሺܲܵ஼ ሻ return ܸሺܥܦሻ end 
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where: ܦௌ, ,ேܥ ܲ ,input data, defined as in (3) – ߜ ௌܵ஻ሺ௜ሻ  – problem of meeting the 
constraints (3), ܵܤሺ௜ሻ – set of initial states of the  ݅th step, ܸ – set of states constituting all cyclic steady states of the space ࣪. SearchAllሺܲܵሻ – function returning the set of all solutions to the problem ܲܵ (in 
case of no solution the function returns a empty set) . 

The input data for the Algorithm 1 are constraints of admissibility of states ܥே, 
transition function ߜ and the domain ܦௌ determining values of variables describing 
states of the system. Each of these values is determined by the accepted form of the 
structure ܵ(1) ܥ of SCMCP. The set of cyclic steady states ܸ, which does not include 
initial states, is the result returned by the algorithm. 

5 Computational Experiment 

Consider a system from Fig. 2a) that represents a transport subsystem of the network  
from Fig. 1. In the system, transport of materials takes place along routes: north-south 
and west-east (multimodal processes: ݉ ଵܲ, ݉ ଶܲ). 

For thus defined system an answer is sought to the question whether in the system 
from Fig. 2a) cyclic transport of materials is possible (by modes of local processes ଵܲ, ଶܲ, ଷܲ, ସܲ). In order to determine all possible cyclic steady states we used Algorithm 
1. In the considered case it required the realization of four steps (solving 
problems  ܲ ௌܵ஻ሺଵሻ , ܲ ௌܵ஻ሺଶሻ , ܲ ௌܵ஻ሺଷሻ , ܲܵ஼ ). The total time of calculations was no 
longer than 3 seconds (Oz Mozart, Windows 7, Intel Core Duo2 3.00 GHz, 4 GB 
RAM). The obtained state space is illustrated in Fig. 4a). It is clear that there are five 
cyclic steady states  ܦ஼,ଵ, ,஼,ଶܦ … ,   .஼,ହ reachable in the systemܦ

It means that the analyzed system can work in five modes characterized by various 
periods of process implementation and, as a result, by different times of passenger 
transport. In other words, in SCMCP from Fig. 2a) five various forms of behavior are  
 

 
Fig. 4. The state space of SCMCP from Fig. 2a), cyclic schedule for the route ܦ஼,ଵ  

- states of sets ܵܤሺଵሻ,  ܵܤሺଶሻ,  ܵܤሺଷሻ 
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reachable. The periods of the obtained cyclic steady states amount to 12, 18, 36, 24 
and 24 t.u. In order to guarantee the shortest transport times, the implementation of 
processes according to route ܦ஼,ଵ  should be applied. An example of a schedule 
corresponding to this route is shown in Fig. 4b). 

6 Conclusions 

The presented method of prompt prototyping of cyclic steady state space ࣪ (i.e. the 
states reachable in the given structure of the system), is one of the computer-assisted 
methods of creating different variants of multimodal networks. The use of the 
declarative approach makes it possible to evaluate the reachability of cyclic behaviors 
on a scale that reflects real practice (in the considered case the calculation time was 
no longer than 3 seconds). 

The real-life cases of multimodal networks are strongly affected by the imprecise 
character of available information (such as time duration, moment of initiation, etc.). 
The presented expectations specify the development directions for the presented model 
and method, providing a possibility of taking into consideration the imprecise character 
of decision variables, e.g. within the Fuzzy Constraints Satisfaction Problem [2, 7] 
framework. 
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Performance of Digital Servo Drives with Elastic Coupling  
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Abstract. In the paper a method for improving the control performance for a 
typical digital servo drive with a torsionable lead-screw and nonlinear static 
friction is presented. The method is based on employing an additional feedback 
the operational intensity of which is determined by means of fuzzy logic. 
Computer simulations show that the presented solution provides high control 
accuracy for motions at velocities close to zero and stepwise changes in the 
position set-point. 

Keywords: servo drive, control performance, lead-screw, PI controller, elastic 
coupling. 

1 Introduction 

The tool motion control accuracy relative to the workpiece over a wide speed range 
determines the class of CNC machine tools [3, 9]. Among the most important factors 
that hinder achieving the high accuracy of the motion mention can be made of 
variations in mass and moments of inertia of moving objects, backlash and 
torsionability of lead-screws used in classic machine tool axes [3,9]. Additionally, the 
control performance is strongly affected by the nonlinear static friction while moving 
with small varying speeds. That is the reason why work on control algorithms that 
would improve performance of digital servo drives is still underway [4, 6, 8, 10]. 

Performance of a servo drive can be assessed by means of different criteria. 
However for machine tool servo drives the most important goal is to reach the desired 
position as quick as possible without any overshoot and to maintain that position 
without any oscillations. Only compliance with these requirements, especially for 
small speeds and minimal stepwise changes in the position set-point, makes it 
possible to perform a precise machining and micromachining [2, 3, 9].  

In the paper a simple algorithm that provides a significant improvement in the 
control accuracy of slow motions carried out by a servo drive with a torsionable lead-
screw and nonlinear static friction. The presented algorithm is an extension of that 
described in [2], which minimizes the effect of static friction on the control accuracy 
of a typical digital servo drive.  
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The solution presented in the paper has been validated by means of a computer 
simulated operation of the ACOPOS digital servo drive manufactured by Bernecker & 
Rainer [1]. 

2 Basic Structure of the ACOPOS Servo Drive 

In a classic servo drive the axially directed motion is governed by a cascade of 
controllers responsible for position (RX), velocity (RV) and current (RI). In the 
ACOPOS digital servo drive we have to do with anti-windup PI controllers [1]. In the 
position controller (RX) of the servo drive use also can be made of an additional feed-
forward control. The structure of the servo drive and its component controllers is 
shown in Figs. 1 – 4. 
 
 
 

 

 

 

 

Fig. 1. Structure of the position controller (RX) used in the ACOPOS servo drive: AWI – anti-
windup integrator, D - differentiator, X0 and ΔX0 – basic and auxiliary set-point, X – 
controlled position, V0x – controller output, V0k –  velocity-related feed-forward signal, KkX, 
KpX, ogrIX and TiX – position controller settings 

 
 

 
 
 
 
 
 
 

Fig. 2. Structure of the velocity controller (RV) used in the ACOPOS servo drive: AWI – anti-
windup integrator, FPZ – band-elimination filter, V0 and ΔV0 – basic and auxiliary set-point, 
V – controlled velocity, I0 – controller output, KpV, ogrIV and TiV – velocity controller  
settings 
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The algorithm of the position controller in the ACOPOS servo drive is repeated 
every 400 µs, that of the velocity controller every 200 µs, and that of the current 
controller every 100 µs. With the same frequency the parameter values of any of four 
controllers also can be altered. This makes it possible to employ the described 
algorithm to improve the performance of the servo drive. 

 
 

 

 

 

Fig. 3. Structure of the current controller (RI) used in the ACOPOS servo drive: AWI – anti-
windup integrator, I0 and ΔI0 – basic and auxiliary set-point, I – controlled current drawn by 
the motor, Us – controller output, KpI, ogrII and TiI – current controller settings 

 
 
 

 
 
 
 

Fig. 4. Output structure of the simulated servo drive: RX, RV, RI – controllers of position, 
velocity and current respectively, the structure of which is shown in Figs. 1-3, UP – position and 
velocity measurement system, M – servo drive motor, S – machine tool slide, X0 – slide reference  
position, V0x, I0 – outputs of position and velocity controllers, Us – current controller output,  
I – current drawn by the motor, Uzas – supply voltage; the remaining symbols as in Figs. 1-3 

3 Motor and Load Model of the Servo Drive 

Machine tool servo drives must provide high control accuracy over a wide range of 
velocities and accelerations. The resultant moment of inertia (Jp) and braking torque 
(Mh) varying in the process of operation, controller nonlinearities, static friction and 
dynamic constraint imposed on the current drawn by the servo drive motor make it 
impossible to optimize effectively the servo drive operation only on the basis of a 
theoretical analysis. Therefore, computer simulations have been invoked to improve 
the servo drive performance. Analysis of results obtained enables one to develop a 
fuzzy algorithm that improves the control performance of the servo drive with a  
torsionable lead-screw. 

In the computer-assisted servo drive simulation a model of a DC motor, shown in 
Fig. 5, with permanent magnets and an electronic power supply block that constraints 
the rotor current intensity [5] has been used. 
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In Figs. 6, 7 and 8 characteristics of the relative driving torque for the modeled 
motor and those of its own relative braking torque and the relative braking torque 
referred to the motor shaft produced by the machine tool slide are displayed. These 
characteristics are related to the maximum resultant braking torque. 
 

 

 

 

Fig. 5. Equivalent diagram of the motor along with the control block used during tests; Us – 
manipulated variable, Uzas – supply voltage, mp i Jp – displaced mass and its moment of 
inertia referred to the motor axis, Ns – rotational speed of the motor, Mn and Mh – driving and 
braking torques, Φ and Es – magnetic flux and induced counter-electromotive force, R and L – 
resistance and inductance of the rotor circuit, I – current in the rotor circuit 
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Fig. 6. Characteristic of the relative driving torque developed by the motor as a function of the 
relative current drawn by the motor 

 

Fig. 7. Full characteristic of the relative braking torque as a function of the relative velocity 
developed by the motor; solid line – characteristic of the motor self-braking torque, broken line 
– characteristic of the slide braking torque referred to the motor axis 
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Fig. 8. Relationship between the relative static braking torque of the motor and its relative 
velocity – a fragment of characteristics of Fig. 7 enlarged for the lowest velocities 

Figure 9 shows the torsion of the lead-screw being referred to the motor shaft and 
dependent on the slide position, at which the static braking torque hindering the  
machine tool slide motion is overcome and the slide motion starts. 

 

Fig. 9. Characteristic of the lead-screw torsion referred to the motor axis, at which the slide 
motion starts 

4 Algorithm for Improving the Motion Control Accuracy  
of a Servo Drive with a Torsionable Lead-Screw 

As a result of previous work on improving the slow motion control performance for a 
servo drive with a static braking torque a modified control system structure that 
makes use of potentialities offered by controllers of the ACOPOS servo drive has 
been developed [2].  

However, an additional corrective action needs to be introduced in view of the fact 
that the used lead-screw is torsionable. As a result of analysis made on such a servo 
drive a new structure of the servo drive has been developed (Fig. 10).  
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Fig. 10. Structure of the modified servo drive: BDKE – block for dynamic correction of the 
lead-screw torsionability, BKMH – block for correcting the effect produced by the static 
braking torque and resetting the integral action of the position controller (RX), zerUIx – signal 
resetting the integral action of the position controller; the remaining symbols as in Figs. 1–4 

It includes two additional feedback paths. The one of them corrects effects that are 
attributable to the torsionability exhibited by the lead-screw. The nonlinear dynamic 
block (BDKE) in this feedback path corrects the auxiliary set-point (ΔI0) of the 
current controller (RI) of the servo drive on the basis of information about the rate of 
change of the machine tool slide position error in the vicinity of the desired slide 
position. The value of the corrective signal ΔI0e is determined every 100 µs, i.e. as 
frequent as the algorithm of the current controller (RI) is repeated. 

The other feedback path with the corrective block (BKMH) generates a signal ΔI0s 
in order to minimize the effect of the braking torque at rest on the control 
performance during slow motions carried out by the servo drive and changes in the 
direction of the motion. The ΔI0s signal also adjusts the set-point of the current 
controller (RI). The way the signal is generated and its parameters are determined is 
described in [2]. Additionally, the BKMH block resets the integral action of the 
position controller (RX) in the case that the position error (X0-X) equals zero or 
changes its sign at the preset velocity being equal to zero. This provides a reduction in 
overshoots occurring during large changes in the set-point and a reduction in time the 
set-point is reached. The results of simulation tests indicate that the servo drive with a 
stiff lead-screw is controlled with very great accuracy over a wide range of its 
variations in load, and thereby variations in the associated static braking torque [2]. 

In using the BDKE block of the structure shown in Fig. 11 an empirical 
relationship between the gain Ke and the machine tool slide position X, which 
minimizes the overshoot during minimal stepwise changes in the desired slide 
position occurring in the process of micromachining, has been derived during the 
tests. The relationship is depicted in Fig. 12.  
 

 

 

Fig. 11. Structure of the analytical block BDKE; K1, K2 and K3 - coefficients 
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Fig. 12. Relationship between the Ke gain of the BDKE block and the slide position X, which 
provides a minimal overshoot during minimal stepwise changes in the slide position set-point 

Considering the fact that the function Ke(X) is nonlinear, its fuzzy approximation 
has been determined, and in Fig. 13 the structure of the BDKE block making use of it 
is shown. The membership functions for its inputs X1 and X2 and output Ke are given 
in Fig. 14.  
 
 
 

 

 

 

Fig. 13. Structure of the fuzzy block BDKE 

 

Fig. 14. Membership functions used in the fuzzy block BDKE 
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The fuzzy inference algorithm of the BDKE block makes use of the control law 
shown in Table 1 and logic operators defined by Zadeh and the MIN-MAX inference 
mechanism [7].  

Table 1. Inference rules for the BDKE block. 

X1 \ X2 A B C D E F G H 

N a a a a a a a a 

Z g h f e d e c b 

P a a a a a a a a 

 
The result of inference is defuzzyfied by means of the height method. The K1 

coefficient has been chosen so that the entire range of slide positions X be covered by 
the range of signal X2 variations. 

5 Results of Simulation Tests 

During the simulation tests the operational effectiveness of the presented servo drive 
with a fuzzy block to correct dynamically the lead-screw torsionability (BDKE) has 
been studied.  

In Figures 15 and 16 there is shown the behavior of the slide position error (Ex) for 
several initial positions of the slide during the simulated servo drive motion after a 
stepwise change in its position set-point by 0.001 mm with and without the BDKE 
block. In Fig. 17 there is shown the value of the overshoot before and after the BDKE 
block has been employed for various slide positions X and a stepwise change in its 
position set-point by 0.001 mm. 

 
 

 
 

Fig. 15. Tracking errors during the first 400 ms after a stepwise change in the position set-point 
by X0 = 0.001 mm from the initial value X=10 mm of the servo drive before (broken line) and 
after (solid line) the modification 
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Fig. 16. Tracking errors during the first 400 ms after a stepwise change in the position set-point 
by X0 = 0.001 mm from the initial value X=100 mm of the servo drive before (broken line) and 
after (solid line) the modification 

 

Fig. 17. Overshoots during a stepwise change in the position set-point by 0.001 mm of the 
servo drive before (broken line) and after the modification (solid line) 

In Figs. 18 – 21 there is depicted the behavior of the slide position error during the 
simulated slide motion with a constant preset velocity of V0=0.001 mm/s for the 
servo drive with and without the BDKE block and various initial slide positions x. 
Owing to the use of the BDKE block the highest and the lowest values of the slide 
position error have decreased over fivefold for a short lead-screw and twofold for a 
long lead-screw. 

 

Fig. 18. Tracking error during the first 400 ms after a linear change in the position set-point by 
V0 = 0.001 mm/s for the initial slide position X=10 mm – classic servo drive 
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Fig. 19. Tracking error during the first 400 ms after a linear change in the position set-point by 
V0 = 0.001 mm/s for the initial slide position X=10 mm – modified servo drive 

 

 

Fig. 20. Tracking error during the first 400 ms after a linear change in the position set-point by 
V0 = 0.001 mm/s for the initial slide position X=100mm – classic servo drive 

 

Fig. 21. Tracking error during the first 400 ms after a linear change in the position set-point by 
V0 = 0.001 mm/s for the initial slide position X=100 mm – modified servo drive 
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All simulations have been carried out with controllers settings (RX, RV and RI) 
chosen to control the motion of a servo drive motor developing high velocities at  
no-load.  

Comparison of simulation results obtained for the servo drive with a torsionable 
lead-screw and strong static friction before and after the fuzzy BDKE block has been 
employed shows that a significant improvement in slow motion control performance 
has been obtained. The fact that such high control accuracy has been achieved with 
controller settings chosen for high velocities developed by a servo drive at no-load 
makes the presented solution even more attractive.  

6 Summary 

In the paper a simple method for improving the motion control performance of a 
servo drive with a torsionable lead-screw and a degressive static friction at small 
reference velocities and small stepwise changes in the reference position is presented. 
The method consists in introducing an additional nonlinear feedback that adjusts the 
set-point of the current controller of the servo drive. The simulation tests provide 
evidence in support of effectiveness of the described algorithm, which also can be 
applied to digital servo drives of other types. 

In the nearest future it is planned to perform practical tests to verify the 
effectiveness of the algorithm described. 
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Abstract. The paper considers the modified Van der Pol-Duffing oscillator of 
fractional order. Chaotic behavior of the system is analyzed and the problem of 
synchronization of two modified Van der Pol-Duffing systems via master/slave 
configuration with linear coupling is considered. A simple sufficient condition 
for synchronization is proposed. This condition is based on the chaos 
stabilization method derived by Jiang et. al. [Chaos Solitons and Fractals, 2003] 
for the global synchronization of two coupled general chaotic integer order 
systems with a unidirectional linear error feedback coupling. Numerical 
simulations show the effectiveness of theoretical considerations. 

Keywords: fractional, Van der Pol-Duffing system, chaos, synchronization. 

1 Introduction 

Dynamical systems described by fractional order differential or difference equations have 
been investigated in several areas such as viscoelasticity, electrochemistry, diffusion 
processes, control theory, electrical engineering, etc. The problems of analysis and 
synthesis of dynamic systems described by fractional order differential (or difference) 
equations recently have considerable attention, see monographs [8, 13, 15–18], for 
example. 

Many non-linear dynamical systems have behavior known as chaos. Chaos is a 
very interesting non-linear phenomenon. Synchronization of chaos is a very 
interesting problem, enjoying a wide interest, for example, in control technology, 
cryptography, communications [9, 19], etc. The problem of synchronization of chaos 
recently has been intensively studied in many papers, see for example [3, 4, 7, 10, 11, 
24] for systems of integer order and [2, 6, 12, 14, 16, 20, 21] for system of fractional 
order. 

In this paper we consider the modified Van der Pol-Duffing oscillator of fractional 
order. Chaotic behavior of this system will be analyzed and simple sufficient 
condition for synchronization of two such systems with non-commensurate fractional 
orders via master/slave configuration with linear coupling will be given. The 
proposed condition for synchronization is based on the chaos synchronization method 
derived in [7] in the case of integer order systems (see also [3]). The method given in 
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[7] was applied in [12] to chaos synchronization in modified Van der Pol-Duffing 
system of fractional commensurate order. 

2 Preliminaries 

The modified Van der Pol-Duffing oscillator is described by following normalized 
non-linear differential equation 
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The oscillator (1) recently was considered in [24] (integer order) and [12] 
(fractional order) for various values of parameters. We consider the following 
parameters  

 ,100=m  2.0=μ  and .300=β   (2) 

For these parameters the system (1) exhibits a double-scroll chaotic attractor, as 
shown in Fig. 1 (for initial conditions 05.0)0()0( == zx  and 0)0( =y ). Trajectories 

of the system were obtained using Simulink package of MATLAB. 
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Fig. 1. Chaotic trajectory of the system (1) 

In this paper we consider the modified Van der Pol-Duffing oscillator of fractional 
non-commensurate order, described by the state equation 
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with parameters (2), where derivatives of fractional orders satisfy the inequality 
10 <α< i  for 3,2,1=i , 

 
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is the Caputo definition for derivative of fractional order iα , where dttdxtx /)()(' =  

and dtte it
i =αΓ

∞ −α−

0

1)(  is the Euler gamma function. 

3 Stability Analysis 

The fractional order system (3) (similarly as the natural order system (1)) has three 
equilibrium points. These point are obtained by solution of the non-linear equation 

0))(( =tXf , i.e. the set of equations 
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Solving the equations (5) for parameters (2) one obtains the following equilibrium 
points 
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, 2,1,0=k , (7) 

be the Jacobian matrix of the function )(Xf  evaluated at kEX =  ( 2,1,0=k ). 

First we assume that fractional orders of the system satisfy the condition 
α=α=α=α 321 . In this case the linearized system (3) about its the equilibrium 

point kE  ( 2,1,0=k ) has the form  

 ),()( tXAtXD kt =α  (8) 

where the matrix kA  is computed form (7) for parameters (2). 
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It is well known [1] that the fractional order system (8) is stable if and only if its 
characteristic polynomial of fractional degree has no zeros in the closed right-half of 
the Riemann complex surface, i.e. 

 0)det()( ≠−= α AIssw  for ,0Re ≥s  (9) 

or equivalently, the following condition is satisfied  

 ,2/|)(arg| απ>λ Ai  ,,...,2,1 ni =  (10) 

where )(Aiλ  is the i-th eigenvalues of matrix A.  

The condition (10) can be written in the form  

 ,/2 πφ<α   |)(arg|min Ai
i

λ=φ . (11) 

Now, we check the stability of the equilibrium points (6). From (7) we have  
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Computing eigenvalues of matrices (12), (13) one obtains  
• for 0A : ;7086.221 =λ  1486.168543.13,2 j±−=λ , 

• for 32 AA = : ;0745.421 −=λ  8796.165372.03,2 j±=λ . 

The matrix 0A  has real positive eigenvalue which lies in instability region. This 

means that the equilibrium point 0E  is unstable for all ).1,0(∈α  

The matrices 32 AA =  have two eigenvalues with positive real pats. From (11) it 

follows that the equilibrium points 1E  and 2E  are locally stable for  

 9797.0
5372.0

8796.16
arctan

2 =
π

<α . (14) 

From the above it follows that the system (8) has a chaotic behavior for 98.0>α .  
Using numerical simulations for 985.0=α , 98.0=α , 9795.0=α  and 97.0=α  

one obtains the plots shown in Fig. 2. When 985.0=α  double-band chaotic behavior 
is observed. For 98.0=α  the system is chaotic with one-band chaos. For 9795.0=α  
the limit cycle is found and when 97.0=α  asymptotically stable attractor exists. 
Trajectories of the system for 1=α  are shown in Fig. 1. 
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Simulations were performed using the Ninteger Fractional Control Toolbox for 
MatLab [22]. In this toolbox exists a Simulink block nid for fractional derivative and 
integral. Order and method for rational approximation of fractional derivative/integral 
can be selected. In simulations we select the Oustaloup’s approximation technique 

(CRONE) of order n=7. The block nid has the transfer function vks , where v is real a 

number from the interval )1,1(− . In simulations the fractional integrator αs/1  is 

modeled by series connection of the classical integrator and the block nid. Transfer 

function of this connection is 1/ −vsk . It is easy to see that )1,0(∈v  for )1,0(∈α . 
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Fig. 2. Trajectories of the system (8): a) α=0.985; b) α=0.98; c) α=0.9795; d) α=0.97 

Now, using numerical simulations we investigate chaotic behavior of the system 
(3) with non-commensurate fractional orders and we obtain that the system is chaotic 
for 82.01 =α  and 98.032 =α=α . Chaotic trajectories are shown in Fig. 3. 
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Fig. 3. Chaotic trajectories of the system (3) for α1=0.82 and α2=α3=0.98 

4 Synchronization 

Let the fractional system (3) with 82.01 =α  and 98.032 =α=α  be the Master 

system and the coupled Slave fractional-order system is described by 
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where ),,(diag 321 kkkK = , 0≥ik , and  
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is the synchronization error. 
We select a feedback gain K such that ,0)(lim =∞→ tEt  where .  denotes the 

Euclidean norm.  
Using (3) and (15), the error dynamics of coupled systems can be written in 

the form  
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Using the relation  

 ,)()]()()()()][()([)()( 2233
xx ktetxtxtxtxtxtxtxtx =++−=−  (18) 
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where 

 ),()()()( 22 txtxtxtxkx ++=  (19) 

the equation (17) can be written in the form  

 ),()()( tEMKAtED xt +−=α  (20) 

with 
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To select a feedback gain matrix K, we apply the method proposed in [7] (see also 
[3]) for stabilization of chaos in integer order systems. This method has been applied 
in [12] to the modified Van der Pol-Duffing system with fractional commensurate 
order. The method of [7] gives the sufficient condition for stability of coupled natural 
order chaotic systems. In this method the time-dependent parameter (19) is treated as 
a interval parameter which values belong to known interval with known bounds, 
i.e. ],,[ bakx ∈  where a and b are known.  

The system under consideration is a chaotic system with bounded values of state 
variables. From Fig. 3 it follows that ]06.0,06.0[)( −∈tx  and (since the Slave system 

has the same dynamic as Master) ]06.0,06.0[)( −∈tx . Hence, form (19) we have that 

]0108.0,0[∈xk  for all t >0. 

Similarly as in [12], we consider the case of integer order system (20), i.e. the 
system (20) with 1321 =α=α=α . In this case the equation (21) takes the form  

 ).()()( tEMKAtE x+−=  (22) 

To select a feedback gain matrix K, we apply the Lyapunov stability theory to the 
system (22). 

Let  

 ),()()( T tPEtEtV =  (23) 

where P is a positive definite symmetric constant matrix, be the Lyapunov function 
for the system (22).  

The derivative of (23) along solution of (22) is as follows  

 ),(])[()()()()()( TTTT tEPAPAtEtEPtEtPEtEtV cc +=+=   (24) 

where .xc MKAA +−=   
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The equation (24) can be written in the form 

 ),()()( T tQEtEtV =  (25) 

where 

 ).()( TTTT
xxcc MKAPPMKAPAPAQ +−++−=+=  (26) 

According to the Lyapunov stability theory, the system (22) is asymptotically 

stable if and only if 0)( <tV  for ,0≥t  or equivalently, the symmetric matrix Q 

defined by (26) is negative definite (all eigenvalues have negative real parts).  
To check when the matrix (26) has all eigenvalues with negative real parts, we 

apply the Gershgorin theorem [5, 23]. 
 
 
From (21) it follows that the matrix Q defined by (26) has the following form  
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If we choose ),,(diag 321 pppP =  with 01 >=ip , then we obtain  
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From the Gershgorin theorem we have that all eigenvalues of (28) have negative 
real parts if the following conditions are satisfied 

 01)(2 1 <++−−μ mmkkm x ,  

 0|1|1)1(2 2 <−β++++− mk , 

 0|1|2 3 <−β+− k . 

Since ]0108.0,0[∈xk , from the above and (2) we obtain 

 42.69)122(5.01 =++−μ> mmkmk x , 

 199)2991012(5.02 =++−>k , 

 5.1492/2993 =>k . 
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This means that we can chose ,711 =k  2002 =k , 1503 =k . For these values of gain 

matrix ),,(diag 321 kkkK =  the system (22) is asymptotically stable. To check stability 

of the fractional order system (20), we perform numerical simulations.  
Using numerical simulations for 82.01 =α  and 98.032 =α=α  we investigate the 

synchronization problem of two coupled chaotic the modified Van der Pol-Duffing 
systems (3), (15) for ,711 =k  2002 =k , 1503 =k  and for lesser feedback gain 

coefficients. From simulations we obtain that synchronization holds for ,711 =k  

2002 =k , 1503 =k  and also for values of these coefficients essentially smaller, for 

example, for 121 =k  and 1032 == kk . Results of simulations are shown in Fig. 4 

with initial conditions for the system (3): 05.0)0()0( == zx , 0)0( =y  and for the 

system (15): 5.0)0( =x , 2.0)0( −=y , 5.0)0( −=z . From this figure it follows that 

synchronization is attained at about 0.1 second for ,711 =k  2002 =k , 1503 =k  and at 

about 0.6 second for 121 =k  and 1032 == kk . 
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Fig. 4. Synchronization error: a) for k1=71, k2=200, k3=150; b) for k1=12, k2=k3=10 

5 Concluding Remarks  

Chaotic behavior of the modified Van der Pol-Duffing oscillator of fractional order 
has been analyzed and the problem of synchronization of two such systems with 
linear coupling has been considered. A simple necessary condition for chaotic 
behavior of the system with commensurate orders of derivatives and a simple 
sufficient condition for synchronization of two coupled systems with non-
commensurate orders have been proposed. Numerical simulations showed the 
effectiveness of theoretical considerations. 
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Stability Analysis of Descriptor Continuous-Time  
Two-Term Linear Systems of Fractional Orders 

Mikołaj Busłowicz 
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Abstract. The stability problem of fractional continuous-time descriptor linear 
systems described by the state equation with two differential operators of 
fractional orders has been considered. Such systems are called the two-term 
systems. The analytic and frequency domain methods for stability checking of 
the system with commensurate orders of fractional derivatives have been given. 
The frequency domain method is based on the Argument Principle and it is 
simple to apply. The considerations are illustrated by numerical example. 

Keywords: linear system, descriptor, continuous-time, fractional, stability. 

1 Introduction 

In the last decades, the problem of analysis and synthesis of dynamic systems 
described by fractional order differential or difference equations has been considered 
in many books (see [9, 15, 18, 20, 21], for example, and references therein). 

The problem of stability of linear fractional order systems has been investigated in 
monographs mentioned above and in the papers [1, 3, 4, 14, 19, 22, 23] for 
continuous-time systems and in [2, 5, 7, 8, 12] for discrete-time systems.  

Recently, the stability problem of the fractional-order systems with double 
fractional orders has been considered in [6] and [13]. Such systems are also called the 
two-term systems as a special case of multi-term systems [9].  

The state of the art in the descriptor systems theory in given in [10]. The problem 
of stability of positive descriptor linear systems recently has been addressed in [16]. 

The aim of the paper is to give the analytic and the frequency domain method for 
stability analysis of descriptor continuous-time state-space two-term linear systems of 
fractional commensurate orders. 

2 Problem Formulation 

Consider a continuous-time two-term descriptor linear system of fractional orders 
described by the homogeneous state equation 

 ),()()( 12
1 tAxtxDAtxDE k

t
k
t =+ αα  ,10 ≤α<  (1) 
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where positive numbers 1k  and 2k  satisfy the inequality 12 kk > , nRtx ∈)(  is the 

state vector and nnRAAE ×∈1,,  are real matrices.  

We will assume that 

 nnE e <=rank  (2) 

and 

 nsH =)(rank  for some ,C∈s  (3) 

where C denotes the field of complex numbers and 

 AAsEssH kk −+= αα
1

12)(  (4) 

is the characteristic matrix of the system. 
In (1) the Caputo definition of the derivative of fractional order 10 ≤α<  has been 

used  

 ,
)(

)('

)1(

1
)(

0
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τ−
ττ

α−Γ
= α

α
t

t
t

dx
txD   2,1=k , (5) 

where dttdxtx /)()(' =  and dtte t=αΓ
∞

−α−

0

1)(  is the Euler gamma function.  

In special case 1=α  and ,22 =k  11 =k  the equation (1) describes the descriptor 

second-order dynamical system considered in [11]. 
The descriptor linear system (1) will be called stable if for any initial conditions 

0)0( xx =  the solution x(t) of the state equation (1) satisfies the condition  

 .0)(lim =
∞→

tx
t

 (6) 

It is well known that if the fractional order system is stable then norm of the state 
vector vanishes not exponentially but polynomially [22], i.e. there exist positive 

constants δ  and β  such that )0()( xttx β−δ≤  for 0≥t , where ⋅  denotes the 

norm. 
The stability problem of the standard (i.e. with non-singular matrix E) system (1) 

has been recently considered in the papers [6, 13]. In these papers have been given the 
algebraic and frequency domain conditions for stability of the fractional system, 
described by more general state equation, of the form  

 ),()()()( 12
1 tButAxtxDAtxD tt +=+ αα  (7) 

where .10 21 ≤α<α<  

The aim of the paper to give the analytic and frequency domain conditions for  
stability of the descriptor fractional order system (1). 
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3 The Main Results 

For the new state-vector 
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the equation (1) can rewritten in the equivalent form  
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nkn )1( 20
~ −×ℜ∈  is the zero matrix, T()  denotes the transposition, nkI )1( 2−  is the identity 

matrix and the block matrix 1
~
A  of size nkn )1( 2 −×  has 1k -th block equal to 1A−  and 

remaining blocks are equal to zero. 
If, 42 =k  and 21 =k , for example, then  
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where n0  is nn×  the zero matrix and nI  is nn×  the identity matrix. 

From (10) and (2) it follows that  

 .)1(
~

rank~
22 nknnkEn ee <+−==  (12) 

Similarly as in [11] we introduce the following definition. 
Definition 1. The fractional two-term descriptor system (1) will be called regular if 
the corresponding one-term descriptor system (9) is regular.  
Lemma 1. The fractional two-term descriptor linear system (1) is regular if and only if 
there exists C∈s  such that ,0)( ≠sw  where 

 ).det()(det)( 1
12 AAsEssHsw kk −+== αα  (13) 

Proof. It is well known that the fractional system (9) is regular if and only if [17]  
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 0)
~~

det( ≠−α AEs  (14) 

for some ,C∈s  where the matrices E
~

 and A
~

 are defined in (10). 

For simplicity of considerations we assume that 42 =k  and 21 =k . In this case the 

matrices E
~

 and A
~

 have the forms given in (11). Applying the elementary row and 

column operations to the matrix AEs
~~ −α  one obtains 
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Hence 

 ).det()
~~

det( 1
24 AAsEsAEs −+=− ααα  (15) 

This completes the proof for 42 =k  and 21 =k . Proof for other values of 2k  and 1k  

is similar. 
From Lemma 1 it follows that if (3) holds then the system (1) is regular.  
From the theory of stability of linear fractional order systems given by Matignon 

[19] (see also [3, 22, 23] we have the following. 

Lemma 2. The equivalent fractional order system (9) with non-singular matrix E
~

 (for 

simplicity we assume nkIE
2

~ = ), of the form  

 ),(~~
)(~ txAtxDt =α  (16) 

is stable if and only if the fractional degree characteristic polynomial  

 )
~

det()(
2

AIssw nk −= α  (17) 

has no zeros in the closed right-half of the Riemann complex surface, i.e. 

 0)( ≠sw  for ,0Re ≥s  (18) 
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or equivalently, the following condition is satisfied  

 ,
2

|)
~

(arg|
πα>λ Ai  ,,...,2,1 ni =  (19) 

where λi(A) is the i-th eigenvalues of matrix A
~

. 
The stability region of the system (16), described by (19), is shown in Fig. 1. 
 

0
Re λ

Im λ

stability region

2

απ

instability region

 
Fig. 1. Stability region of the fractional system (16) in the λ -plane  

The condition (19) can be rewritten in the form [3] 

 ,
2

πα>γ  where .|)
~

(arg|min Ai
i

λ=γ  (20) 

From the theory of stability of linear descriptor systems we have the following 
lemma [10]. 
Lemma 3. The equivalent descriptor regular system (9) with 1=α , of the form  

 ),(~~
)(~~

txAtxE =  (21) 

is stable if and only if  

 },0Re,:{)
~

,
~

( <λ∈λλ=⊂σ − CCAE  (22) 

where  

 }0)
~~

det(,finiteis,:{)
~

,
~

( =−λλ∈λλ=σ AEAE C  (23) 

is the set of finite poles of the system containing at most en~  (12) complex numbers.  
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The finite poles of (21) are the finite eigenvalues of the matrix pair )
~

,
~

( AE . These 

eigenvalues can be computed by using the command )
~

,
~

(eig EA  of the MATLAB. 

From Lemmas 1 and 2 we have the following theorem. 
Theorem 1. The two-term descriptor regular system of fractional orders described by 
the state equation (1) is stable if and only if all finite roots iλ  of the natural degree 

characteristic equation 

 ,0)det()(det 1
12 =−λ+λ=λ AAEH kk  (24) 

or equivalently, all finite eigenvalues iλ  of the pair of matrices )
~

,
~

( AE , of the form 

given in (10), satisfy the condition  

 ,
2

|arg|
πα>λi  (25) 

i.e. lie in the stability region shown in Fig. 1. 
Proof. Stability of the fractional descriptor two-term regular system (1) if equivalent 
to stability of the associated fractional descriptor system (9) with commensurate 
orders. Stability of this system depends from its finite poles which are finite 

eigenvalues of pair of matrices ).
~

,
~

( AE  Finite eigenvalues of )
~

,
~

( AE  and finite roots 

of (24) are the same. Therefore, according to Lemma 3, these roots (eigenvalues) 
must be located in stability region shown in Fig. 1. This completes the proof.  

Note that the equation (24) is obtained by substitution λ=αs  in the characteristic 
polynomial (13). 

From the form (10) of matrix E
~

 and (12) it follows that the set of finite roots of 

(24) (finite eigenvalues of pair )
~

,
~

( AE ) contains at most  

 nknnkN e 22 )1( <+−=   (26) 

complex numbers, where .rank nEne <=  

From Theorem 1 we have the following lemmas. 
Lemma 4. The two-term descriptor regular system (1) is stable if and only if  

 ,
2

π
γ<α    |,arg|min i

i
λ=γ  (27) 

where iλ  are the finite roots of the characteristic equation (24) (finite eigenvalues of 

pair )
~

,
~

( AE ). 

Lemma 5. If all finite roots iλ  of the characteristic equation (24) (finite eigenvalues 

of pair )
~

,
~

( AE ) have negative real parts, then the fractional descriptor two-term 

regular system (1) is stable for all ].1,0(∈α  
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The method of Theorem 1 requires computation of eigenvalues of pair )
~

,
~

( AE . 

Size of these matrices may be very high. If, for example, 97.02 =α  and 7.01 =α  in 

(7), then in (1) we have 01.0=α , 972 =k  and .701 =k  In this case size of the 

matrices (10) is nn 9797 × . Hence, the investigation of stability of the fractional 
system (1) by checking the condition of Theorem 1 or the condition (27) can be 
inconvenient. 

Therefore, we apply the frequency domain method to stability checking of the 
descriptor fractional system (1). This method has been proposed in [1] for asymptotic 
stability analysis of fractional order continuous-time linear systems described by the 
transfer function and in [3, 4] for the systems described by state space models. Results 
of these papers are described in [15, Chapter 9]. 

Denote by δ  the fractional degree of the characteristic polynomial (13). It is easy 
to see that α≤δ N , where N is defined by (26). 

Let )(swr  be the reference stable fractional polynomial of degree .δ  This 

polynomial can be chosen in the form  

 ,)()( δ+= csswr  .0>c  (28) 

Let us consider the rational function  

 ,
)(

)(det

)(

)(
)(

sw

sH

sw

sw
s

rr

==ψ  (29) 

where )(det sH  is defined in (13). 

Theorem 2. The fractional order system (1) is stable if and only if  

 ,0)(arg
),(

=ωψΔ
∞−∞∈ω

j  (30) 

where )()( sj ψ=ωψ  for ω= js  and )(sψ  is defined by (29).  

Proof. From (29) it follows that  

 ).(arg)(arg)(arg
),(),(),(

ωΔ−ωΔ=ωψΔ
∞−∞∈ω∞−∞∈ω∞−∞∈ω

jwjwj r  (31) 

From the Argument Principle it follows that the fractional degree characteristic 
polynomial (13) is stable if and only if  

 .)(arg)(arg
),(),(

δπ=ωΔ=ωΔ
∞−∞∈ω∞−∞∈ω

jwjw r  (32) 

From (31) it follows that (32) holds if and only if (30) is satisfied. 
Satisfaction of (30) means that plot of the function )( ωψ j  does not encircle or 

cross the origin of the complex plane as ω  runs from −∞  to ∞ . 
From (29) and (13) it follow that if the reference polynomial has the form (28) then  
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 δ−=ψ cA /)det()0(  (33) 

and 
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lim)( 1

12

δ

αα

±∞→ω +ω
−ω+ω=∞ψ

cj

AAjEj kk

 (34) 

From (33) it follows that 0)0( ≤ψ  if .0)det( ≤−A  Hence, from Theorem 2 we have 

that the fractional order system (1) is not stable if 0)det( ≤−A  and 0)( ≥∞ψ . 

4 Illustrative Example 

Example 1. Consider the system (1) with ,3=n  ,22 =k  11 =k  and the matrices 
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Find values of fractional order α  for which the system is stable.  
From (10) it follows that the matrices of equivalent single-term fractional system 

(9) are as follows 
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Using the command )
~

,
~

(eig EA  of the MATLAB we compute the finite eigenvalues 

of )
~

,
~

( AE : ;2116.321 −=λ  ;2.11540.18453,2 j±−=λ  .j0.76490.24275,4 ±=λ   

From (27) we have 

 1.2635)4270.7649/0.2arctan(|arg|min ==λ=γ ii  (37) 

and  

 0.8044/2 =πγ<α . (38) 

Hence, according to Lemma 4, the system is stable for 0.80440 <α< . 
Now we apply the frequency domain method given in Theorem 2.  
From (35), (36) it follows that the characteristic polynomial (13) of the system has 

the fractional degree ,5α=α=δ N  since, according to (26), 5)1( 2 =+−= ennkN . 

Plot of the function  

 ,
)4(

)(det
)(

5α+ω
ω=ωψ

j

jH
j  ),,( ∞−∞∈ω  (39) 

is shown in Fig. 2 for 75.0=α  and 85.0=α . 
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Fig. 2. Plot of the function (39): a) for α=0.75: b) for α=0.85 

From (33), (34) and structure of the matrix AAsEssH −+= αα
1

2)(  it follows that 

0517.0)0( =ψ  for 75.0=α  and 0258.0)0( =ψ  for 85.0=α . Moreover, 

1.0)(detlim =∞→ sHs , which means that 1.0)( =∞ψ  for 75.0=α  and 85.0=α . 

From Fig. 2 it follows that plot of (39) does not encircle the origin of the complex 
plane for 75.0=α  and encircles for 85.0=α . This means, according to Theorem 2, 
that the system (1), (35) is stable for 75.0=α  and unstable for 85.0=α .  

5 Concluding Remarks 

The stability problem of continuous-time descriptor two-term linear system (1) with 
commensurate orders of fractional derivatives has been considered.  

It has been shown that stability of the system is equivalent to satisfaction of the 
condition (25) for all finite roots of the natural degree characteristic equation (24). 

These roots are the finite eigenvalues of the pair of matrices )
~

,
~

( AE  of the form (10) 

(Theorem 1).  
The frequency domain method for stability checking of the system is given in 

Theorem 2. This method is simpler to apply in the case of large values of 2k . 
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Abstract. The article presents a number of issues concerning the integration of 
many information systems and automation equipment in order to ensure full 
control and improve the user experience. Particular attention is paid to the 
safety systems installed in public utility facilities, including fire protection 
systems used in urban subways objects (with Warsaw metro as an example). 
Structure of the integrating system is described and an overview is made of the 
specialised components used in its design and implementation. Requirements 
are also presented for obtaining technical approval. Experience gained during 
the design, implementation and testing of the integrated security system is also 
summarized. 

Keywords: safety system, IT system, detection, object, integration. 

1 Introduction 

Modern objects of common use, such as factories, shopping malls, airports, train 
stations, subways are equipped with numerous electronic systems used to ensure  
automatic control of their proper operation, as well as security of facilities and their 
users. Often these systems come from different manufacturers, operate independently 
with various functionalities, installed with the introduction of new technologies. 
Multiplying systems from different manufacturers, as well as the irresponsible 
behaviour of users, (often bystanders than service staff) can be a source of unexpected 
behaviour of individual system components, including unauthorized alarms. In such a 
situation, the additional master control is required, allowing the supervision carried 
out by the operator and rapid response, such as switching off the alarms activated 
accidentally.  

2 Overview of Common Solutions 

There are several solutions of systems integrating security systems. Some of them are 
of the general purpose; others are dedicated for operation in particular facilities. Most 
often used on the domestic market are GEMOS and DMS8000 systems. 
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GEMOS Facility Management System [1] integrates all safety and automation 
systems in the building, improving safety standard level of the facility, with the 
simultaneous reduction of its operating costs. It serves as a master control panel, 
which collects and logs alarms and other information from safety systems and 
technical supervision devices, to provide a uniform and consistent information with 
all the necessary instructions including the actions taken. 

The DMS8000 integrating device [2] implements interaction of the building fire 
protection systems, being used in small objects using a small number of control 
panels. It can be configured in the point-to-point architecture, providing the redundant 
connection. 

One of the major risks that can disrupt the safe operation of public facilities is fire. 
It is accompanied by panic, chaos, threatens people with carbon monoxide poisoning, 
burns, or even death. Therefore, this aspect is particularly seriously analysed, and 
safety ensuring devices are required. 

At most stations of  the Warsaw metro, the fire protection system is used supported 
by the EBL G3 microprocessor control panel  designed to work with the analogue 
addressable smoke detectors, conventional thermal detectors, manual fire alarms, 
control modules, as well as with the acoustic and optical signalling devices. Each 
control panel makes it possible to connect up to 4 loops with sensors and signalling 
devices. The control panels may be connected to form a network of up to 30 control 
panels, which enlarges the system capacity to more than 15,000 of fire points. The 
control panels communicate using the doubly terminated bus TLON network 
(connection redundancy). Each of the control panels has access to all information 
from other control panels in the same network – the control panels are peer-to-peer. 
One may monitor system state from any location with Internet access.  

3 PEP110 Integrating System – Architecture 

Analysis of the functionality and features of the existing solutions contributed to the 
decision to design the PEP110 integrating system, which will make connection and 
cooperation possible of various systems, providing a uniform service platform. These 
may be systems that are used in railway traffic control [5, 6], and above all guarantee 
safety: 

– fire protection system,  
– detection system for objects in the track (people and items),  
– intrusion prevention system [4], 
– traffic situation monitoring system,  
– operation diagnostics system for individual system components and 

equipment,  
– traveller information system, 
– audible warning system,  
– communication systems,  
– automation systems,  
and/or other required systems. 
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The integrating system should allow (based on messages, dynamic graphics and 
activity results of the diagnostic functions) forwarding supervision services necessary 
information to support decision-making in the state of crisis in the facility. The 
integrating system should be an open, scalable software-hardware platform, fully 
independent from the manufacturers of the integrated systems and equipment. It should 
allow full interoperability of various systems, their easy setup and maintenance. The 
facility layouts should be presented graphically. The integrating system should not only 
monitor, visualize, and archive data, it should also permit manual control override of 
devices and integrated systems, control with the highest priority in relation to 
automatic control, which is implemented by the fire protection control panel and its 
I/O modules installed on the loop detection circuits. The system should integrate the 
various subsystems using open communication standards (CAN, Profibus, Ethernet, 
LON, etc.), popular network protocols and reliable transmission media. 

It should be possible to build a complex management system for the technical 
equipment of the facility (Fig. 1) containing maximum 120 local and remote 
monitoring centres. 

 

Fig. 1. Functional diagram of the complex management system for the technical equipment of 
the facility 

3.1 Operator's Console 

Console (terminal) of the integrating system should be realized in the form of the 
KSO monitoring and imaging stand. Depending on needs and arrangements with the 
recipient, the integrating system can be supported by many KSO stands. Every KSO 
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console is a computer workstation with two monitors. The KSO console software 
should allow data acquisition, imaging, and supervisory control. 

The PEP110 integrating system consists of the following devices: 
• PEP110-M – hardware module provided with the IT platform (Fig. 2), housed 

in the control cabinet. The PEP110-M consists of modular drivers for the 
following purpose: 
o KS – control computer for technical devices not connected directly with 

fire protection devices; 
o KWDx – data exchange computer ensuring two-way communication with 

the SAP EBL G3 system control panel (based on Ethernet technology); 
installed software (using components of the EBL.NET library) enables the 
overarching scenarios and manual control. To ensure redundancy of a 
connection with the EBL G3 control panel, the PEP110-M uses at least 
two KWDx modules (x stands for the next KWD computer.) 

• KSO – console (terminal) for the PEP100 integrating system is the monitoring 
and imaging stand. Depending on needs, PEP100 can be supported by many 
KSO stands. Every KSO console is a computer workstation with two LCD 
monitors. Its software allows data acquisition, imaging, and supervisory control. 

• KD20 – local diagnostic KD20 computer, designed to record data (events and 
states of the system) and for diagnostics, ensures transmission access to the 
facility signals. 
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Fig. 2. Functional diagram of the integrating system 
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Software requirements of the KSO control desk: 

a) operating system – Windows XP Embedded or newer, 
b) the system should allow for the collection of information on alerts, 

notifications and actual parameters transferred from the connected control units 
and controls for fire protection equipment and display them in a transparent 
manner on one or more KSOs, 

c) system use (operation) should be implemented using standard peripherals 
(mouse, touchpad, keyboard), 

d) the system should be adapted to display information on multiple monitors, one 
of them, selected from the connected monitors, should display the fire 
information only, 

e) all events taking place throughout the system should be automatically recorded 
in real time; a function is required to print this information on request, also 
including the use of appropriate filters, 

f) information about failures signalled in the connected control panels of the fire 
protection system should also be indicated visually and acoustically by the 
KSO, 

g) information about any disruption of data transmission should be signalled 
visually and acoustically by the KSO, 

h) disruptions of EBL G3 operation should not affect the operation of the 
integrating system, disruptions of KSO operation should not affect the work of 
EBL G3, 

i) imaging system should enable easy discovery of the detector element based on 
designations consistent with those used when handling EBL G3 and display of 
the current status of the element, with automatic indication of its location on 
the layout, 

j) in the absence of communication between the facility device and fire alarm 
system., information about such a situation should be indicated in the computer 
system; the notification time depends on the delays characteristic of the 
signalling system communication protocol and must not exceed 300 seconds 
after the connection is interrupted, 

k) all messages received by the KSO should be confirmed after their safe 
recording by the recorder; the messages may not be processed before they are 
secured, 

l) new alarm message should be displayed until it is confirmed by the stand staff 
member  or another authorized person, 

m) damage messages should be processed in the same way as alarm messages. 
n) messages should be retrieved from the message queue in the order they are 

received, 
o) the system should allow the on-demand presentation of messages sent from 

each EBL G3 control panel connected to the system, 
p) the system should provide in real time all unapproved fire alarm messages, 
q) the system should allow for the acceptance of messages; the message 

signalisation ends with the acceptance of the presented warning indication, 
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r) damage messages should include specific data, at least: the type of damage (eg 
power failure), the event (loss of primary power supply), the date and time of 
the event, 

s) event registration should be implemented in at least two registers (redundant 
write), located in the KD20 diagnostic computers on the stands and in an 
additional CSD central data server in the Control Centre, 

t) registry damage (bad sectors, lost messages) should be detected by the system, 
u) all messages received by the KSO should be recorded with the date and time of 

confirmation (with an accuracy of 1 s), 
v) all information about damage and local information generated by the KSO 

should be recorded with the date and time of generation, 
w) capacity of the memory used should guarantee a long-term recording (1–2 

years), 
x) register shall enable the preservation of data (messages and local information) 

in the event of a total loss of power, 
y) in the case of a corrupted registry warning alarm should be generated within 

10 seconds of receiving a message by the KSO that could not be registered 
because of a corrupted registry. 

3.2 Imaging the Status of all Integrated Systems 

The system presents graphical information about the status of all monitored/ 
integrated systems and their constituent components (individual inputs, outputs, 
sensors, zones, collective sensors informing about the states, etc.). Imaging system 
takes into account the states reported by the device: 

– normal, 
– damage, 
– alarm/excitation. 

The presentation of states of each component is implemented in a manner agreed 
upon with the customer. 

3.3 Functional Requirements for the KD20 Diagnostic Computer  

KD20 diagnostic computers should allow for:  

– registration of data (events and states of the system) in three independent 
registers; lack of registration should be signalled to the system operator, 

– diagnostics of the hardware, system, software, communication with other 
systems,  

– transmission access to facility signals, 
– supervision of the system, as well as processing and analysis of all the 

information from the facility – from field devices and SAP Control Panel.  


