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HYBRID MOVIE RECOMMENDERS BASED ON
NEURAL NETWORKS AND DECISION TREES

The internet provides a lot of information to users. To help users find the items of their interest in this
information overload, recommender systems have been developed. In this book we explored movie
recommender systems based on three recommendation methods: content-based, collaborative filtering
and a hybrid recommendation one based on the previous two. The algorithms that we used are the
decision tree learning and the neural networks. The algorithms were implemented by using the data
mining software Weka. To test these recommender systems, we combined the movie data from the
Internet Movie Database and the rating data provided by Netflix. The results show that the proposed
hybrid recommender systems does not perform better or worse than the content-based recommender

systems and collaborative filtering recommender systems.
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CHAPTER 1
INTRODUCTION
1.1 Background

Nowadays the World Wide Web provides a new way of communication and has
a great impact on both academic research and daily life. A lot of information
can be found on the Internet and is easily accessible. In order to help users to
deal with the information overload and find the information or items of their
interest, so-called recommender systems have been developed. These
recommender systems are used for several purposes, like proposing web pages,
movies, restaurants, interesting articles and so on. There are various
recommendation methods that can be used to find the preferences of a user and
each recommendation method has its strengths and weaknesses. To reduce these
weaknesses and take advantage of the strengths of different recommendation
methods, these methods are combined in hybrid recommender systems. In this
book, recommender systems for movies will be examined. The properties,
advantages and disadvantages of the movie recommenders and their
recommendation methods will be explored. We will also consider some
recommendation methods that have not been used (yet) for a movie
recommender.

In addition, this book will propose hybrid recommender systems for movies that
use both a content-based (CB) recommendation method and a collaborative
filtering (CF) method. By combining these two recommendation methods, we
hope to build systems with a higher accuracy of predictions. These methods
need to be based on data mining algorithms like neural networks or decision
trees. We also hope to improve the prediction quality of recommenders based
on these prediction algorithms compared to other systems proposed in the

literature. The predictive accuracy of all these recommender systems will be



tested on real life movie data: content information and rating information of
movies. The content information will be extracted from a movie and TV site,
the Internet Movie Database (IMDb) [1], and the rating information is from
Netflix [2], which is an online movie-renting site. Each of these recommenders
will predict the number of stars given to the movies by a user, so the prediction

can tell to which extent the user will like or dislike the movie.

1.2 Motivation

In our previous work [3] we explored the hybridization method combining the
content-based method and the collaborative filtering, both based on the naive
Bayesian classifier. The proposed recommendation methods in that work used
two classes: it predicts if a user would like or dislike a movie. In this paper we
want to explore hybridization methods that also combine the content-based
method and the collaborative filtering, but these methods will be based on
neural networks or decision trees. We wanted to explore these combinations,
because these combinations has not been researched in the literature before and
it will be interesting to see how these hybridization methods will perform
compared to other recommendation methods. In addition, in this paper we want
to examine the preference of a user more accurate. In other words, we will also
look to which extent a user will like or dislike a movie. So instead of only
predicting if a user will like or dislike a movie, as we did in our previous work,
the prediction will also be divided into five different ratings, from one star till
five stars. Here a rating of one star means that the user did not like the movie at

all and a rating of five stars means that the user liked the movie very much.

1.3 Goal

In this book we will examine the performance of the proposed hybrid

recommender system. The following research question will be answered:



How does a hybrid recommender for movies based on neural network or
decision tree perform, that combines a content-based recommender for movies,
which uses text mining, with a collaborative filtering recommender for movies,

which uses user ratings?

To answer the research question, the following sub questions need to be
answered first:
1.  How can these two algorithms be used individually for a content-
based recommender or collaborative filtering for movies.?
2. How can one devise a hybrid recommender based on each of these
algorithms, that combines a content-based with a collaborative

filtering, both based on one of these algorithms?

For the first sub question, we will work with content-based and collaborative
filtering systems separately, so we will not work with hybrid systems. For both
of these recommendation methods we will create a recommender based on
neural network and decision tree, so we will have four different recommender

systems:

1) A content-based recommender system based on neural network (CB-NN).
2) A content-based recommender system based on decision tree (CB-DT).
3) A collaborative filtering system based on neural network (CF-NN).

4) A collaborative filtering system based on decision tree (CF-DT).

The second sub question means that we will work with hybrid recommender
systems based on the aforementioned algorithms separately, for both the
content-based part and the collaborative filtering part of the system. In addition,

we have the following two hybrid recommender systems:



5) A hybrid recommender system based on neural network, combining
content-based and collaborative filtering (H-NN).
6) A hybrid recommender system based on decision tree, combining

content-based and collaborative filtering (H-DT)

The performance of the hybrid recommender H-NN will be compared with the
recommenders CB-NN and CF-NN and the hybrid recommender H-DT will be
compared with the recommender CB-DT and CF-DT. These recommenders will
also be compared with the content-based, collaborative filtering and the hybrid

recommender systems based on naive Bayesian classifier.

1.4 Methodology

In order to answer the research question and the sub questions, we have taken
the following steps:

1. Study literature

2. Collect datasets

3. Implement algorithms

4. Experiment

1. Study literature

To answer the research questions, some literature about recommender systems
and data mining algorithms have to be studied first. Especially recommender
systems for movies will be examined. In the literature, various recommendation
methods and algorithms have been discusses. The recommendation methods
used in this book are the content-based method and collaborative filtering. The
algorithms that are used are neural network and decision tree. Beside these
recommendation methods and algorithms, some literature about hybrid
recommenders will be studied to find a combination of recommendation

methods to improve the prediction of accuracy of the individual methods.



