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Preface to the Fourth Edition

Novel market segments such as intelligent transportation, revolutionary health care,
sophisticated security systems, and smart energy have recently emerged, requiring
increasingly diverse functionality such as RF circuits, power control, passive com-
ponents, sensors/actuators, biochips, optical communication, and microelectrome-
chanical devices. Integration of these non-digital functionalities at the board-level
into system platforms such as systems-in-package (SiP), systems-on-chip (SoC),
and three-dimensional (3-D) systems is a primary near- and long-term challenge of
the semiconductor industry. The delivery and management of high-quality, highly
efficient power have become primary design issues in these functionally diverse
systems. Integrated in-package and distributed on-chip power delivery is currently
under development across a broad spectrum of applications; the power delivery
design process, however, is currently dominated by ad hoc approaches.

The lack of methodologies, architectures, and circuits for scalable on-chip power
delivery and management is at the forefront of current heterogeneous system
design issues. The objective of this book is to describe the many short- and long-
term challenges of high-performance power delivery systems, provide insight and
intuition into the behavior and design of next-generation power delivery systems,
and suggest design solutions while providing a framework for addressing power
objectives at the architectural, methodology, and circuit levels.

This book is based on the body of research carried out by the authors of previous
editions of this book from 2001 to 2011. The first edition of the book, titled Power
Distribution Networks in High Speed Integrated Circuits, was published in 2004
by Andrey V. Mezhiba and Eby G. Friedman. This first book focused on on-
chip distribution networks, including electrical characteristics, relevant impedance
phenomenon, and related design trade-offs. On-chip distributed power delivery, at
that time an innovative paradigm shift in power delivery, was also introduced in the
book. As the concept of integrated power delivery evolved, the important topic of
on-chip decoupling capacitance was added to the book, which was released in 2008
with a new title, Power Distribution Networks with On-Chip Decoupling Capacitors
by Mikhail Popovich, Andrey V. Mezhiba, and Eby G. Friedman. Later, this
book was revised by Renatas Jakushokas, Mikhail Popovich, Andrey V. Mezhiba,
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viii Preface to the Fourth Edition

Selçuk Köse, and Eby G. Friedman to address emerging design and analysis
challenges in on-chip power networks. This last edition was published with an
identical title in 2011. Since the first book was published in 2004, the issue of power
delivery has greatly evolved. The concept of on-chip distributed power delivery
has been recognized as an important cornerstone to high-performance integrated
circuits. A number of ultrasmall on-chip power supplies to support this on-chip
focus have also been demonstrated.

While on-chip power integration has become a primary objective for system
integration, research has remained focused on developing compact and efficient
power supplies, lacking a methodology to effectively integrate and manage in-
package and on-chip power delivery systems. The challenge has become greater
as the diversity of modern systems increases, and dynamic voltage scaling (DVS)
and dynamic voltage and frequency scaling (DVFS) become a part of the power
management process. Hundreds of on-chip power domains with tens of different
voltage levels have recently been reported, and thousand-core ICs are being consid-
ered. Scalable power delivery systems and the granularity of power management in
DVS/DVFS multicore systems are limited by existing ad hoc approaches. To cope
with this increasing design complexity and the quality and system-wide efficiency
challenges of next-generation power delivery systems, enhanced methodologies to
design and analyze scalable, hierarchical power management and delivery systems
with fine granularity of dynamically controllable voltage levels are necessary.
Updating the vision of on-chip power delivery networks, traditionally viewed as
a passive network, is the primary purpose for publishing a new (fourth) edition of
this book. Emphasis is placed on complex and scalable power delivery systems,
system-wide efficiency, quality of power, and intelligent, real-time, fine-grain local
power management. A framework that addresses various power objectives at the
architectural, methodology, and circuit levels is described, providing a general solu-
tion for existing and emerging power delivery challenges and techniques. This book,
titled On-Chip Power Delivery and Management, is authored by Inna P.-Vaisband,
Renatas Jakushokas, Mikhail Popovich, Andrey V. Mezhiba, Selçuk Köse, and
Eby G. Friedman as the fourth edition of this series of books.

The chapters of the book are now separated into eight parts. Power networks,
inductive properties, electromigration, and decoupling capacitance within integrated
circuits are described in Part I (Chaps. 1, 2, 3, 4, 5, and 6). In Part II (Chaps. 7, 8,
9, and 10), the design of on-chip power distribution networks and power supplies
is discussed. Circuits for on-chip power delivery and management and integrated
power delivery systems are described in Part IV (Chaps. 17, 18, 19, and 20). Closed-
form expressions for power grid analysis, modeling and optimization of power
networks, and the codesign of power supplies are presented in Part V (Chaps. 21,
22, 23, 24, 25, 26, and 27). Since noise within the power grid is a primary design
constraint, this issue is reviewed in Part VI (Chaps. 28, 29, 30, 31, 32, 33, and 34).
Multilayer power distribution networks are the focus of Part VII (Chaps. 35, 36,
37, 38, and 39). In Part III (Chaps. 12, 13, 14, and 15), the issue of placing on-chip
decoupling capacitors is discussed. In Part VIII (Chaps. 40, 41, 42, and 43), multiple
power supply systems are described. The focus of this part is on those integrated
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circuits where multiple on-chip power supplies are required. In Part IX, some
concluding comments, the appendices, and additional information are provided.

This revised and updated material is based on recent research by
Inna P.-Vaisband developed between 2009 and 2015 at the University of Rochester
during her doctoral studies under the supervision of Prof. Eby G. Friedman.
The new chapters focus on design complexity, system scalability, and system-
wide optimization of power delivery and management systems. The concept
of intelligent power delivery is introduced, and a framework for on-chip power
delivery and management is described that provides local power control and real-
time management for sharing energy resources.

The book covers a wide spectrum of issues related to on-chip power networks and
systems. The authors believe that this revised edition provides the latest information
on a dynamic and highly significant topic of primary importance to both the
industrial and academic research and development communities.

Acknowledgments

The authors would like to thank Chuck Glaser for his sincere encouragement and
enthusiastic support of the publication of this book. The authors would also like
to thank Burt Price and Jeff Fischer from Qualcomm and Avinoam Kolodny from
Technion – Israel Institute of Technology for their collaboration and support.
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Science Foundation under grant no. 2012139; the National Science Foundation
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under grant no. W911NF-14-C-0089 and by grants from Qualcomm, Cisco Systems,
and Intel.
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Preface to the Third Edition

The first planar circuit was fabricated by Fairchild Semiconductor Company in
1959. Since then, the evolution of the integrated circuit has progressed, now
providing billions of transistors on a single monolithic substrate. These integrated
circuits are an integral and nearly essential part of our modern life. The power
consumed by a typical 20 � 20 mm2 microprocessor is in the range of several
hundreds of watts, making integrated circuits one of the highest power consumers
per unit area. With such a high rate of power consumption, the problem of delivering
power on-chip has become a fundamental issue. The focus of this book is on
distributing power within high-performance integrated circuits.

In 2004, the book titled Power Distribution Networks in High Speed Integrated
Circuits by A. V. Mezhiba and E. G. Friedman was published to describe, for the
first time in book form, the design and analysis of power distribution networks
within integrated circuits. The book described different aspects of on-chip power
distribution networks, starting with a general introduction and ending with a
discussion of various design trade-offs in on-chip power distribution networks.
Later, the important and highly relevant topic of decoupling capacitance was added
to this book. Due to the significant change in size and focus, the book was released
in 2008 as a new first edition with a new title, Power Distribution Networks with On-
Chip Decoupling Capacitors by M. Popovich, A. V. Mezhiba, and E. G. Friedman.
Since this revised book was published, new design and analysis challenges in on-
chip power networks have emerged.

The rapidly evolving field of integrated circuits has required an innovative
perspective on on-chip power generation and distribution, shifting the authors’
research focus to these new challenges. Updating knowledge on chip-based power
distribution networks is the primary purpose for publishing a second edition of
Power Distribution Networks with On-Chip Decoupling Capacitors. Focus is placed
on complexity issues related to power distribution networks, developing novel
design methodologies and providing solutions for specific design and analysis
issues. In this second edition, the authors have revised and updated previously
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published chapters and added four new chapters to the book. This second edition
has also been partitioned into subareas (called parts) to provide a more intuitive
flow to the reader.

The organization of the book is now separated into seven parts. A general
background, introducing power networks, inductive properties, electromigration,
and decoupling capacitance within integrated circuits, is provided in Part I (Chaps. 1,
2, 3, 4, 5, 6, and 7). In Part II (Chaps. 8, 9, 10, 11, and 12), the design of on-
chip power distribution networks is discussed. Since noise within the power grid
is a primary design constraint, this issue is reviewed in Part III (Chaps. 13, 14, 15,
16, 17, 18, and 19). In Part IV (Chaps. 20, 21, 22, and 23), the primary issue of
placing on-chip decoupling capacitors is discussed. Multilayer power distribution
networks are the focus of Part V (Chaps. 24, 25, and 26). In Part VI (Chaps. 27, 28,
29, and 30), multiple power supply systems are described. The focus of this part is
on those integrated circuits where several on-chip power supplies are required. In
Part VII, some concluding comments, the appendices, and additional information
are provided.

This revised and updated material is based on recent research by
Renatas Jakushokas and Selçuk Köse developed between 2005 and 2010 at the
University of Rochester during their doctoral studies under the supervision of
Prof. Eby G. Friedman. The emphasis of these newly added chapters is on the
complexity of power distribution networks. Models for commonly used meshed and
interdigitated interconnect structures are described. These models can be used to
accurately and efficiently estimate the resistance and inductance of complex power
distribution networks. With these models, on-chip power networks can be efficiently
analyzed and designed, greatly enhancing the performance of the overall integrated
circuit.

Acknowledgments

The authors would like to thank Charles Glaser from Springer for making this book
a reality. The authors are also grateful to Dr. Sankar Basu of the National Science
Foundation for his support over many years. We are sincerely thankful to Dr. Emre
Salman for endless conversations and discussions, leading to novel research ideas
and solutions.



Preface to the Third Edition xiii

This research has been supported in part by the National Science Foundation
under grant nos. CCF-0541206, CCF-0811317, and CCF-0829915; grants from
the New York State Office of Science, Technology and Academic Research to
the Center for Advanced Technology in Electronic Imaging Systems; and grants
from Intel Corporation, Eastman Kodak Company, and Freescale Semiconductor
Corporation.

Rochester, USA Renatas Jakushokas
San Diego, USA Mikhail Popovich
Hillsboro, USA Andrey V. Mezhiba
Rochester, USA Selçuk Köse
Rochester, USA Eby G. Friedman
September 2010





Preface to the Second Edition

The purpose of this book is to provide insight and intuition into the behavior and
design of power distribution systems with decoupling capacitors for application
to high-speed integrated circuits. The primary objectives are threefold. First is to
describe the impedance characteristics of the overall power distribution system,
from the voltage regulator through the printed circuit board and package onto
the integrated circuit to the power terminals of the on-chip circuitry. The second
objective of this book is to discuss the inductive characteristics of on-chip power
distribution grids and the related circuit behavior of these structures. Finally, the
third primary objective is to present design methodologies for efficiently placing
on-chip decoupling capacitors in nanoscale integrated circuits.

Technology scaling has been the primary driver behind the amazing performance
improvement of integrated circuits over the past several decades. The speed
and integration density of integrated circuits have dramatically improved. These
performance gains, however, have made distributing power to the on-chip circuitry
a difficult task. Highly dense circuitry operating at high clock speeds has increased
the distributed current to many tens of amperes, while the noise margin of the power
supply has shrunk consistent with decreasing power supply levels. These trends have
elevated the problems of power distribution and allocation of the on-chip decoupling
capacitors to the forefront of several challenges in developing high-performance
integrated circuits.

This book is based on the body of research carried out by Mikhail Popovich
from 2001 to 2007 and Andrey V. Mezhiba from 1998 to 2003 at the University of
Rochester during their doctoral studies under the supervision of Professor Eby G.
Friedman. It is apparent to the authors that although various aspects of the power
distribution problem have been addressed in numerous research publications, no
text exists that provides a unified focus on power distribution systems and related
design problems. Furthermore, the placement of on-chip decoupling capacitors has
traditionally been treated as an algorithmic oriented problem. A more electrical
perspective, both circuit models and design techniques, has been used in this
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book for presenting how to efficiently allocate on-chip decoupling capacitors. The
fundamental objective of this book is to provide a broad and cohesive treatment of
these subjects.

Another consequence of higher speed and greater integration density has been
the emergence of inductance as a significant factor in the behavior of on-chip
global interconnect structures. Once clock frequencies exceeded several hundred
megahertz, incorporating on-chip inductance into the circuit analysis process
became necessary to accurately describe signal delays and waveform characteristics.
Although on-chip decoupling capacitors attenuate high-frequency signals in power
distribution networks, the inductance of the on-chip power interconnect is expected
to become a significant factor in multi-gigahertz digital circuits. An important
objective of this book, therefore, is to clarify the effects of inductance on the
impedance characteristics of on-chip power distribution grids and to provide an
understanding of related circuit behavior.

The organization of the book is consistent with these primary goals. The
first eight chapters provide a general description of distributing power in inte-
grated circuits with decoupling capacitors. The challenges of power distribution
are introduced and the principles of designing power distribution systems are
described. A general background to decoupling capacitors is presented followed
by a discussion of the use of a hierarchy of capacitors to improve the impedance
characteristics of the power network. An overview of related phenomena, such as
inductance and electromigration, is also presented in a tutorial style. The following
seven chapters are dedicated to the impedance characteristics of on-chip power
distribution networks. The effect of the interconnect inductance on the impedance
characteristics of on-chip power distribution networks is evaluated. The implications
of these impedance characteristics on circuit behavior are also discussed. On-chip
power distribution grids are described, exploiting multiple power supply voltages
and multiple grounds. Techniques and algorithms for the computer-aided design and
analysis of power distribution networks are also described; however, the emphasis of
the book is on developing circuit intuition and understanding the electrical principles
that govern the design and operation of power distribution systems. The remaining
five chapters focus on the design of a system of on-chip decoupling capacitors.
Methodologies for designing power distribution grids with on-chip decoupling
capacitors are also presented. These techniques provide a solution for determining
the location and magnitude of the on-chip decoupling capacitance to mitigate on-
chip voltage fluctuations.

Acknowledgments

The authors would like to thank Alex Greene and Katelyn Stanne from Springer
for their support and assistance. We are particularly thankful to Bill Joyner and
Dale Edwards from the Semiconductor Research Corporation and Marie Burnham,
Olin Hartin, and Radu Secareanu from Freescale Semiconductor Corporation for
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Preface to the First Edition

The primary purpose of this book is to provide insight and intuition into the
behavior and design of power distribution systems for high-speed integrated circuits.
The objective is twofold. First is to describe the impedance characteristics of the
overall power distribution system, from the voltage regulator through the printed
circuit board and package onto the integrated circuit to the power terminals of
the on-chip circuitry. The second objective of this book is to discuss the inductive
characteristics of on-chip power distribution grids and the related circuit behavior
of these structures.

Technology scaling has been the primary driver behind improving the perfor-
mance characteristics of integrated circuits over the past several decades. The speed
and integration density of integrated circuits have dramatically improved. These
performance gains, however, have made distributing power to the on-chip circuitry
a difficult task. Highly dense circuitry operating at high clock speeds has increased
the distributed current to tens of amperes, while the noise margin of the power
supply has been shrunk consistent with decreasing power supply levels. These trends
have elevated the problem of power distribution to the forefront of challenges in
developing high-performance integrated circuits.

This monograph is based on the body of research carried out by Andrey V.
Mezhiba from 1998 to 2003 at the University of Rochester during his doctoral study
under the supervision of Professor Eby G. Friedman. It has become apparent to the
authors during this period that although various aspects of the power distribution
problem have been addressed in numerous research publications, no text provides a
unified description of power distribution systems and related design problems. The
primary objective of this book is therefore to provide a broad and cohesive, albeit
not comprehensive, treatment of this subject.

Another consequence of higher speed and greater integration density has been
the emergence of inductance as a significant factor in the behavior of on-chip
global interconnect structures. Once clock frequencies exceeded several hundred
megahertz, incorporating on-chip line inductance into the circuit analysis process
became necessary to accurately describe signal delays and rise times. Although on-
chip decoupling capacitors attenuate high-frequency signals in power distribution

xix
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networks, the inductance of the on-chip power interconnect is expected to become a
significant factor in multi-gigahertz digital circuits. Another objective of this book,
therefore, is to describe the effects of inductance on the impedance characteristics of
on-chip power distribution grids and to develop an understanding of related circuit
behavior.

The organization of the book is consistent with these primary goals. The first
eight chapters provide a general description of distributing power in integrated
circuits. The challenges of power distribution are introduced and the principles
of designing power distribution systems are described. A hierarchy of decoupling
capacitors used to improve the impedance characteristics is reviewed. An overview
of related phenomena, such as inductance and electromigration, is also presented
in a tutorial style. The following six chapters are dedicated to the impedance
characteristics of on-chip power distribution networks. The effect of the interconnect
inductance on the impedance characteristics of on-chip power distribution networks
is evaluated. The implications of these impedance characteristics for the circuit
behavior are also discussed. Techniques and algorithms for the computer-aided
design and analysis of power distribution networks are also described; however,
the emphasis of the book is on developing circuit intuition and understanding the
principles that govern the design and operation of power distribution systems.
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Semiconductor Research Corporation for his continuing support of the research
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Part I
General Background

A general background of on-chip power distribution networks is described in Part I.
These chapters familiarize the reader with topics relevant to power supply networks.
Different aspects of inductance and inductive loops are also reviewed in this part.
These chapters provide sufficient background to enable the reader to follow the
remainder of the book. Greater detail describing each chapter in this part is provided
below.

An introduction to the evolution of integrated circuits and problems related
to power distribution are presented in Chap. 1. Technology trends describing
microprocessor transistor count, clock frequency, and power are summarized in this
chapter. The important issue of noise within power distributions networks is also
discussed.

The inductive properties of interconnect are described in Chap. 2. Different
methods of characterizing the inductance of complex interconnect systems as
well as limitations of these methods are also discussed. The concept of a partial
inductance is reviewed. This concept is helpful in describing the inductive properties
of complex structures. The distinction between the absolute inductance and the
inductive behavior is emphasized and the relationship between these concepts is
discussed.

The inductive properties of interconnect structures where current flows in long
loops are described in Chap. 3. The variation of the partial inductance with line
length is compared to the loop inductance. The inductance of a long current loop
increases linearly with loop length. Similarly, the effective inductance of several
long loops connected in parallel decreases inversely linearly with the number of
loops. Exploiting these properties to enhance the efficiency of the circuit analysis
process is discussed.

The phenomenon of electromigration and implications on related circuit reliabil-
ity are the subject of Chap. 4. With increasing current density in on-chip interconnect
lines, the transport of metal atoms under an electric driving force, known as
electromigration, becomes more significant. Metal depletion and accumulation
occur at the sites of electromigration atomic flux divergence. Voids and protrusions
are formed, respectively, at the sites of metal depletion and accumulation, causing,
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respectively, open circuit and short-circuit faults in interconnect structures. The
mechanical characteristics of the interconnect structures are critical in determining
electromigration reliability. Power and ground lines are particularly susceptible to
electromigration damage as these lines carry a significant amount of unidirectional
current.

Scaling trends of on-chip power distribution noise are discussed in Chap. 5.
A model for scaling power distribution noise is described. Two scenarios of
interconnect scaling are analyzed. The effects of scaling trends on the design of
next generation complementary metal-oxide semiconductor (CMOS) circuits are
also discussed.



Chapter 1
Introduction

In July 1958, Jack Kilby of Texas Instruments suggested building all of the
components of a circuit completely in silicon [1]. By September 12, 1958, Kilby
had built a working model of the first “solid circuit,” the size of a pencil point.
A couple of months later in January 1959, Robert Noyce of Fairchild Semiconductor
developed a better way to connect the different components of a circuit [2, 3].
Later, in the spring of 1959, Fairchild Semiconductor demonstrated the first planar
circuit—a “unitary circuit.” The first monolithic integrated circuit (IC) was born,
where multiple transistors coexisted with passive components on the same physical
substrate [4]. Microphotographs of the first IC (Texas Instruments, 1958), the first
monolithic IC (Fairchild Semiconductor, 1959), and the high performance i7-6700K
Skylake Quad-Core microprocessor with up to 4:2 GHz clock frequency (Intel
Corporation, 2015) are depicted in Fig. 1.1.

In 1960, Jean Hoerni invented the planar process [5]. Later, in 1960, Dawon
Kahng and Martin Atalla demonstrated the first silicon based metal oxide semicon-
ductor field effect transistor (MOSFET) [6], followed in 1967 by the first silicon
gate MOSFET [7]. These seminal inventions resulted in the explosive growth of
today’s multi-billion dollar microelectronics industry. The fundamental cause of
this growth in the microelectronics industry has been made possible by technology
scaling, particularly in CMOS technology.

The goal of this chapter is to provide a brief perspective on the development of
ICs, introduce power delivery and management in the context of this development,
motivate the use of on-chip voltage regulators and decoupling capacitors, and
provide guidance and perspective to the rest of this book. The evolution of integrated
circuit technology from the first ICs to highly scaled CMOS technology is described
in Sect. 1.1. As manufacturing technologies supported higher integration densities
and switching speeds, the primary constraints and challenges in the design of
integrated circuits have also shifted, as discussed in Sect. 1.2. The basic nature of
the problem of distributing power and ground in integrated circuits is described

© Springer International Publishing Switzerland 2016
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Fig. 1.1 Microphotographs of early and recent integrated circuits (IC) (the die size is not to scale);
(a) the first IC (Texas Instruments, 1958), (b) the first monolithic IC (Fairchild Semiconductor,
1959), (c) the high performance i7-6700K Skylake Quad-Core microprocessor (Intel Corporation,
2015)

in Sect. 1.3. The adverse effects of variations in the power supply voltage on the
operation of a digital integrated circuit are discussed in Sect. 1.4. Finally, the chapter
is summarized in Sect. 1.5.

1.1 Evolution of Integrated Circuit Technology

The pace of IC technology over the past three decades is well characterized by
Moore’s law. As noted in 1965 by Gordon Moore, the integration density of the
first commercial integrated circuits has doubled approximately every year [8].
A prediction was made that the economically effective integration density, i.e.,
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the number of transistors on an integrated circuit leading to the minimum cost per
integrated component, will continue to double every year for another decade. This
prediction has held true through the early 1970s. In 1975, the prediction was revised
to suggest a new, slower rate of growth–doubling of the IC transistor count every two
years [9]. This trend of exponential growth of IC complexity is commonly referred
to as “Moore’s law.” Since the start of commercial production of integrated circuits
in the early 1960s, circuit complexity has risen from a few transistors to several
billions of transistors functioning together on a single monolithic substrate. This
trend is expected to continue at a comparable pace for another decade [10].

The evolution of the integration density of microprocessor and memory ICs is
shown in Fig. 1.2 along with the original prediction described in [8]. As seen from
the data illustrated in Fig. 1.2, DRAM IC complexity has grown at an even higher
rate, quadrupling roughly every three years. The progress of microprocessor clock
frequencies is shown in Fig. 1.3. Associated with increasing IC complexity and
clock speed is an exponential increase in microprocessor performance (doubling
every 18 to 24 month). This performance trend is also referred to as Moore’s law.
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The principal driving force behind this spectacular improvement in circuit
complexity and performance has been the steady decrease in the feature size of
semiconductor devices. Advances in optical lithography have allowed manufac-
turing of on-chip structures with increasingly higher resolution. The area, power,
and speed characteristics of transistors with a planar structure, such as MOS
devices, improve with the decrease (i.e., scaling) of the lateral dimensions of the
devices. These technologies are therefore referred to as scalable. The maturing of
scalable planar circuit technologies, first PMOS and later NMOS, has allowed the
potential of technology scaling to be fully exploited as lithography has improved.
The development of planar MOS technology culminated in CMOS circuits. The
low power characteristics of CMOS technology deferred the effects of thermal
limitations on integration complexity and permitted technology scaling to continue
unabated through the 1980s, 1990s, 2000s, and 2010s making CMOS the digital
circuit technology of choice.

From a historical perspective, the development of scalable ICs was simul-
taneously circuitous and serendipitous, as described by Murphy, Haggan, and
Troutman [11]. Although the ideas and motivation behind scalable ICs seem
straightforward from today’s vantage point, the emergence of scalable commercial
ICs was neither inevitable nor a result of a well guided and planned pursuit.
Rather, the original motivation for the development of integrated circuits was circuit
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miniaturization for military and space applications. Although the active devices of
the time, discrete transistors, offered smaller size (and also lower power dissipation
with higher reliability) as compared to vacuum tubes, much of this advantage was
lost at the circuit level, as the size and weight of electronic circuits were dominated
by passive components, such as resistors, capacitors, and diodes. Thus, the original
objective was to reduce the size of the passive elements through integration of these
elements onto the same die as the transistors. The cost effectiveness and commercial
success of high complexity ICs were highly controversial for several years after
the integrated circuit was invented. Successful integration of a large number of
transistors on the same die seemed infeasible, considering the yield of discrete
devices at the time [11].

Many obstacles precluded early ICs from scaling. The bulk collector bipolar
transistors used in these early ICs suffered from performance degradation due to
high collector resistance and, more importantly, the collectors of all of the on-
chip transistors were connected through the bulk substrate. The speed of a bipolar
transistor does not, in general, scale with the lateral dimensions (i.e., vertical NPN
and PNP doping structures typically determine the performance). In addition, early
device isolation approaches were not amenable to scaling and consumed significant
die area. On-chip resistors and diodes also made inefficient use of die area. Scalable
schemes for device isolation and interconnection were therefore essential to truly
scale ICs. It was not until these problems were solved and the structure of the bipolar
transistor was improved that device miniaturization led to dramatic improvements
in IC complexity.

The concept of scalable ICs received further development with the maturation
of the MOS technology. Although the MOS transistor is a contemporary of the
first ICs, the rapid progress in bipolar devices delayed the development of MOS
ICs at the beginning of the IC era. The MOS transistor lagged in performance
as compared with existing bipolar devices and suffered from reproducibility and
stability problems. The low current drive capability of MOS transistors was
also a serious disadvantage at low integration densities. Early use of the MOS
transistor was limited to those applications that exploited the excellent switch-
like characteristics of the MOS devices. Nevertheless, the circuit advantages and
scaling potential of MOS technology were soon realized, permitting MOS circuits
to gain increasingly wider acceptance. Gate insulation and the enhancement mode of
operation made MOS technology ideal for direct-coupled logic [12]. Furthermore,
MOS did not suffer from punch-through effects and could be fabricated with higher
yield. The compactness of MOS circuits and the higher yield eventually resulted in a
fourfold density advantage in devices per IC as compared to bipolar ICs. Ironically,
it was the refinement of bipolar technology that paved the path to these larger
scales of integration, permitting the efficient exploitation of MOS technology. With
advances in lithographic resolution, the MOS disadvantage in switching speed as
compared to bipolar devices gradually diminished. The complexity of bipolar ICs
had become primarily constrained by power dissipation. As a result, MOS emerged
as the dominant digital integrated circuit technology.
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1.2 Evolution of Design Objectives

Advances in fabrication technology and the emergence of new applications have
induced several shifts in the principal objectives in the design of integrated circuits
over the past 50 years. The evolution of the IC design paradigm is illustrated in
Fig. 1.4.

In the 1960s and 1970s, yield concerns served as the primary limitation to IC
integration density and, as a consequence, circuit compactness and die area were
the primary criteria in the IC design process. Due to limited integration densities,
a typical system at the time would contain dozens to thousands of small ICs. As
a result, chip-to-chip communications traversing board-level interconnect limited
overall system performance. As compared to intra-chip interconnect, board level
interconnect have high latency and dissipate large amounts of power, limiting the
speed and power of a system. Placing as much functionality as possible into a yield
limited silicon die supported the realization of electronic systems with fewer ICs.
Fewer board level contacts and interconnections in systems comprised of fewer
ICs improved system reliability and lowered system cost, increased system speed
(due to lower communication latencies), reduced system power consumption, and
decreased the size and weight of the overall system. Producing higher functionality
per silicon area with the ensuing reduction in the number of individual ICs typically
achieved an improved cost/performance tradeoff at the system level. A landmark
example of that era is the first Intel microprocessor, the 4004, commercialized
at the end of 1971 [13]. Despite the limitation to 4-bit word processing and
initially operating at a mere 108 kHz, the 4004 microprocessor was a complete
processor core built on a monolithic die containing approximately 2300 transistors.
A microphotograph of the 4004 microprocessor is shown in Fig. 1.5.

The impact of off-chip communications on overall system speed decreased as the
integration density increased with advances in fabrication technology, lowering the

1970’s 1980’s 1990’s 2000’s 2010’s Time

Area

Power

Speed/Area Speed

Ultra-low Power 

Speed/Power

Speed/Power/Noise POWER/Noise/Speed

Fig. 1.4 Evolution of design criteria in CMOS integrated circuits
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Fig. 1.5 Microphotograph of the 4004—the first microprocessor manufactured on a mono-
lithic die

number of ICs comprising a system. System speed became increasingly dependent
on the speed of the component ICs (and less dependent on the speed of the board-
level communications). By the 1980s, circuit speed had become the design criterion
of greatest significance. Concurrently, a new class of applications emerged, prin-
cipally restricted by the amount of power consumed. These applications included
digital wrist watches, handheld calculators, pacemakers, and satellite electronics.
These applications established a new design concept—design for ultra-low power,
i.e., power dissipation being the primary design criterion, as illustrated by the lowest
path shown in Fig. 1.4.

As device scaling progressed and a greater number of components were inte-
grated onto a single die, on-chip power dissipation began to produce significant
economic and technical difficulties. While the market for high performance circuits
could support the additional cost, the design process in the 1990s had focused
on optimizing both speed and power, borrowing a number of design approaches
previously developed for ultra-low power products. The proliferation of portable
electronic devices further increased the demand for power efficient and ultra-low
power ICs, as shown in Fig. 1.4.

A continuing increase in power dissipation exacerbated system price and reli-
ability concerns, making power a primary design metric across an entire range of
applications. The evolution of power consumed by several lines of commercial
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Fig. 1.6 Evolution of microprocessor power consumption. Several lines of microprocessors are
shown in different colors and shapes

microprocessors is shown in Fig. 1.6. Furthermore, aggressive device scaling and
increasing circuit complexity have caused severe noise (or signal integrity) issues
in high complexity, high speed integrated circuits. Although digital circuits have
traditionally been considered immune to noise due to the inherently high noise mar-
gins, circuit coupling through the parasitic impedances of the on-chip interconnect
has significantly increased with technology scaling. Ignoring the effects of on-chip
noise is no longer possible in the design of high speed digital ICs. These changes
are reflected in the convergence of “speed” and “speed/power” design criteria to
“speed/power/noise,” as depicted in Fig. 1.4.

As device scaling continued in the twenty first century, more than seven billions
transistors have successfully been integrated onto a single die [14], keeping up
with Moore’s law. As a result, the overall power dissipation increased accordingly,
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exceeding the maximum capability of conventional cooling technologies. Any
further increase in on-chip power dissipation would require either expensive and
challenging technology solutions, such as liquid cooling, significantly increasing the
overall cost of a system, or innovations in system architecture that exploit massive
integration levels or local functional characteristics. Moreover, an explosive growth
of portable and handheld devices, such as cell phones and personal device assistants
(PDAs), resulted in a shift of design focus towards low power. As an architectural
solution for low power in high performance ICs, multi-core systems emerged
[15–18], trading off silicon area with on-chip power dissipation. Since the emphasis
on ultra-low power design continues in the second decade of the twenty first century,
major design effort is focused on reducing system-level power dissipation.

1.3 The Issue of Power Delivery and Management

The issue of power delivery is illustrated in Fig. 1.7, where a simple power delivery
system is shown. The system consists of a power supply, a power load, and
interconnect lines connecting the supply to the load. The power supply is assumed
to behave as an ideal voltage source providing nominal power and ground voltages,
Vdd and Vgnd. The power load is modeled as a variable current source I.t/. The
interconnect lines connecting the supply and the load are not ideal; the power
and ground lines have, respectively, a finite parasitic resistance Rp and Rg, and
inductance Lp and Lg. Resistive voltage drops �VR D IR and inductive voltage
drops �VL D L dI=dt develop across the parasitic interconnect impedances, as
the load draws current I.t/ from the power delivery system. The voltage levels
across the load terminals, therefore, change from the nominal level provided by
the supply, dropping to Vdd � IRp � Lp dI=dt at the power terminal and rising to
Vgnd C IRg C Lg dI=dt at the ground terminal, as shown in Fig. 1.7.

This uncertainty in the supply voltages is referred to as power supply noise.
Power supply noise adversely affects circuit operation through several mechanisms,

−
+Power

supply

V = Vdd
Rp

Lp
I(t) V = Vdd − IRp − Lp

−dI
dt

−dI
dt

I(t) Power
load

V = Vgnd + IRg + LgLg
Rg

I(t)V = Vgnd

Fig. 1.7 Power delivery system consisting of the power supply, power load, and non-ideal
interconnect lines
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as described in Sect. 1.4. Proper design of the load circuit ensures correct operation
under the assumption that the supply levels are maintained within a certain range
near the nominal voltage levels. This range is called the power noise margin. The
primary objective in the design of the power delivery system is to supply sufficient
current to each transistor on an integrated circuit while ensuring that the power noise
does not exceed target noise margins.

The on-going miniaturization of integrated circuit feature size has placed signif-
icant requirements on the on-chip power and ground distribution networks. Circuit
integration densities rise with each nanometer technology generation due to smaller
devices and larger dies; the current density and total current increase accordingly.
Simultaneously, the higher speed switching of smaller transistors produces faster
current transients within the power distribution network. Both the average current
and the transient current are rising exponentially with technology scaling. The
evolution of the average current of high performance microprocessors is illustrated
in Fig. 1.8.

With thermal design power (TDP) of over 130 W (e.g., the TDP of the Intel
Sandy Bridge, Poulson, and Tukwila microprocessors is, respectively, 130 , 170 ,
and 185 W [19]) and power supply voltage as low as 0:8 V [20], the current in
contemporary microprocessors is approaching 200 A and will further increase with
technology scaling. Forecasted demands in the power current of high performance
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power to the supply voltage. The transient current is the product of the average current and the
on-chip clock rate, 2� fclk

microprocessors are illustrated in Fig. 1.9. The rate of increase in the transient
current is expected to more than double the rate of increase in the average current,
as indicated by the slope of the trend lines depicted in Fig. 1.9.

The faster rate of increase in the transient current as compared to the average
current is due to increasing on-chip clock frequencies. The transient current in
modern high performance microprocessors is approximately one teraampere per
second (1012 A/s) and is expected to rise, exceeding seven teraamperes per second
by 2022. A transient current of this high magnitude is due to switching hundreds
of amperes within tens to hundreds of picoseconds. Fortunately, the rate of increase
in the transient current has slowed with the introduction of lower speed multi-core
microprocessors. In a multi-core microprocessor, similar performance is achieved
at a lower frequency at the expense of increased circuit area.

Insuring adequate signal integrity of the power supply under these high cur-
rent requirements has become a primary design issue in high performance, high
complexity integrated circuits. The high average currents produce large ohmic IR
voltage drops [21], and the fast transient currents cause large inductive L dI=dt
voltage drops [22] (�I noise) within power distribution networks [23]. Power
distribution networks are designed to minimize these voltage drops, maintaining the
local supply voltage within specified noise margins. If the power supply voltage sags
too low, the performance and functionality of the circuit is severely compromised.
Alternatively, excessive overshoot of the supply voltage can affect circuit reliability.
Further exacerbating these issues is the reduced noise margins of the power supply
as the supply voltage is reduced with each new generation of nanometer process
technology, as shown in Fig. 1.10.

To maintain the local supply voltage within specified design margins, the
output impedance of a power delivery system should be low as seen at the power
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terminals of the circuit elements. IC technologies are expected to scale for another
decade [10]. As a result, the average and transient currents drawn from the power
delivery network will continue to rise. Simultaneously scaling the power supply
voltage, however, has become limited due to threshold variations. The target output
impedance of a power delivery system in high speed, high complexity ICs such as
microprocessors will therefore continue to drop, reaching an inconceivable level of
150 �� by the year 2022 [24], as depicted in Fig. 1.11.

With transistor switching times as short as a few picoseconds, on-chip signals
typically contain harmonic frequencies as high as �100 GHz. For on-chip wires,
the inductive reactance !L dominates the overall wire impedance beyond �10 GHz.
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Fig. 1.12 A grid structured power distribution network. The ground lines are light gray, the power
lines are dark gray, and the signal lines are white

The on-chip inductance affects the integrity of the power supply through two
phenomena. First, the magnitude of the �I noise is directly proportional to
the power network inductance as seen at the current sink. Second, the network
resistance, inductance, and decoupling capacitance form an RLC tank circuit with
multiple resonances. The peak impedance of this RLC circuit must be lowered to
guarantee that target power supply noise margins are satisfied. Thus, information
characterizing the inductance is needed to correctly design and analyze power
delivery systems.

Power distribution networks in high performance digital ICs are commonly
structured as a multilayer grid. In such a grid, straight power/ground (P/G) lines
in each metalization layer span the entire die (or a large functional unit) and are
orthogonal to the lines in the adjacent layers. The power and ground lines typically
alternate in each layer. Vias connect a power (ground) line to another power (ground)
line at the overlap sites. This power grid organization is illustrated in Fig. 1.12,
where three layers of interconnect are depicted with the power lines shown in
dark gray and the ground lines shown in light gray. The power/ground lines are
surrounded by signal lines.

A significant fraction of the on-chip resources is committed to insure the integrity
of the power supply voltage levels. The global on-chip power delivery system is
typically determined at early stages of the design process, when little is known
about the local current demands at specific locations on an IC. Additional metal
resources for the global power delivery system are typically allocated at later stages
of the design process to improve the local electrical characteristics of the power
network. A complete redesign of the surrounding global signals can be prohibitively
expensive and time consuming. For these reasons, power delivery systems tend to
be conservatively designed [25], sometimes using more than a third of the on-chip
metal resources [26, 27]. Overengineering the power delivery system is, therefore,
costly in modern interconnect limited, high complexity digital integrated circuits.
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Performance objectives in power delivery systems, such as low impedance
(low inductance and resistance) to satisfy noise specifications under high current
loads, small physical area, and low current densities (for improved reliability) are
typically in conflict. Widening the lines to increase the conductance and improve the
electromigration reliability also increases the grid area. Replacing wide metal lines
with narrow interdigitated P/G lines increases the line resistance if the grid area is
maintained constant or increases the physical area if the net cross section of the lines
is maintained constant. It is therefore important to make a balanced choice under
these conditions. A quantitative model of the inductance/area/resistance tradeoff
in high performance power distribution networks is therefore needed to achieve
an efficient power delivery system. Another important objective is to provide
quantitative tradeoff guidelines and intuition in the design of high performance
power delivery systems.

Decoupling capacitors are often used to reduce the impedance of a power
distribution system and provide the required charge to the switching circuits,
lowering the power supply noise [28]. At high frequencies, however, the on-chip
decoupling capacitors can be effective due to the high parasitic impedance of the
power network connecting a decoupling capacitor to the current load [29]. On-
chip decoupling capacitors, however, reduce the self-resonant frequency of a power
delivery system, resulting in high amplitude power supply voltage fluctuations at
the resonant frequencies. A hierarchical system of on-chip decoupling capacitors
should therefore be carefully designed to provide a low impedance, resonant-
free power delivery system over the entire range of operating frequencies, while
delivering sufficient charge to the switching circuits to maintain the local power
supply voltages within target noise margins [30].

In earlier technology generations, high quality DC voltages and currents were
delivered from off-chip voltage converters to on-chip load circuitry within carefully
designed electrical power grids, producing a power system which was passive in
nature. To maintain sufficient quality of power under increasing current densities
and parasitic impedances, the power needs to be locally regulated with distributed
on-chip voltage converters close to the load. This concept of distributed power
delivery poses new power design challenges in modern ICs, requiring circuit level
techniques to convert and regulate power at points-of-load (POL), methodological
solutions for distributing on-chip power supplies, and automated design techniques
to co-design distributed power supplies and decoupling capacitors.

While the quality of power can be addressed with a POL approach, the
emerging trends of heterogeneity, on-chip integration, and dynamic control require
fundamental changes in traditional power delivery approaches—power delivery
systems should not be viewed as a passive power distribution network but rather as
systems that need to be efficiently and proactively managed. The regulation of DC
voltages close to the load, distributed on-chip current delivery, and local intelligence
are all required to efficiently manage power resources in high performance ICs.
To address these novel challenges, traditional power delivery and management
systems need to be conceptually reorganized. Specialized power delivery circuits,
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locally intelligent power routers, microcontrollers, and power managing policies
have become basic building blocks for delivering and managing power in modern
heterogeneous systems.

1.4 Deleterious Effects of Power Distribution Noise

Power noise adversely affects the operation of an integrated circuit through several
mechanisms. These mechanisms are discussed in this section. Power supply noise
produces uncertainty in the delay of the clock and data signals, as described in
Sect. 1.4.1. Power supply noise also increases the uncertainty of the timing reference
signals generated on-chip (clock jitter), lowering the clock frequency of the circuit,
as discussed in Sect. 1.4.2. The reduction of noise margins is discussed in Sect. 1.4.3.
Power supply variations diminish the maximum supply voltage, degrading the speed
of operation, as described in Sect. 1.4.4.

1.4.1 Signal Delay Uncertainty

The propagation delay of on-chip signals depends on the power supply voltage
during a signal transition. The source of the PMOS transistors in pull-up networks
within logic gates is connected to the highest supply voltage directly or through
other PMOS transistors. Similarly, the source of the NMOS transistors within a
pull-down networks is connected to the lowest supply voltage (directly or through
other NMOS transistors). The drain current of an MOS transistor increases with
the voltage difference between the transistor gate and source. When the rail-to-
rail power voltage is reduced due to power supply variations, the gate-to-source
voltage of the NMOS and PMOS transistors is less, lowering the output current
of the transistors. The signal delay increases accordingly as compared to the delay
under a nominal power supply voltage. Conversely, a higher power voltage and a
lower ground voltage shortens the propagation delay. The effect of the power noise
on the propagation delay of the clock and data signals is, therefore, an increase
in both delay uncertainty and the delay of the data paths [31, 32]. Consequently,
power supply noise limits the maximum operating frequency of an integrated
circuit [33–35].

1.4.2 On-Chip Clock Jitter

A phase-locked loop (PLL) is often used to generate the on-chip clock signal.
An on-chip PLL generates an on-chip clock signal by multiplying the system clock
signal. Certain changes in the electrical environment of a PLL, power supply voltage
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Fig. 1.13 Cycle-to-cycle jitter of a clock signal. The phase of the clock signal (solid line)
randomly deviates from the phase of an ideal clock signal (dashed line)

variations in particular, affect the phase of the on-chip clock signal. A feedback
loop within the PLL controls the phase of the PLL output and aligns the output
signal phase with the phase of the system clock. Ideally, the edges of the on-chip
clock signal are at precisely equidistant time intervals determined by the system
clock signal. The closed loop response time of modern PLL is typically hundreds
of nanoseconds (e.g., 300 ns in [36]). Disturbances of shorter duration than the
PLL response time result in deviations of the on-chip clock phase from ideal timing
objectives. These deviations are referred to as clock jitter [37, 38]. The clock jitter
is classified into two types: cycle-to-cycle jitter and peak-to-peak jitter.

Cycle-to-cycle jitter refers to random deviations of the clock phase from the ideal
timing, as illustrated in Fig. 1.13 [39]. Deviation from the ideal phase at one edge
of a clock signal is independent of the deviations at other edges. That is, the cycle-
to-cycle jitter characterizes the variation of the time interval between two adjacent
clock edges. The average cycle-to-cycle jitter asymptotically approaches zero with
an increasing number of samples. This type of jitter is therefore characterized by
a mean square deviation. This type of phase variation is produced by disturbances
of duration shorter or comparable to the clock period. Active device noise and high
frequency power supply noise (i.e., of a frequency higher or comparable to the clock
frequency) contribute to the cycle-to-cycle jitter. Due to the stochastic nature of
phase variations, the cycle-to-cycle jitter directly contributes to the uncertainty of
the time reference signals across an integrated circuit. Increased uncertainty of an
on-chip timing reference results in a reduced operating frequency [39].

The second type of jitter, peak-to-peak jitter, refers to systematic variations
of on-chip clock phase as compared to the system clock. Consider a situation
where several consecutive edges of an on-chip clock signal have a positive cycle-
to-cycle variation, i.e., several consecutive clock cycles are longer than the ideal
clock period, as illustrated in Fig. 1.14 (due to, for example, prolonged power
supply variations from the nominal voltage). The timing requirements of the on-
chip circuits are not violated provided that the cycle-to-cycle jitter is sufficiently
small. The phase difference between the system clock and the on-chip clock,
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Fig. 1.14 Peak-to-peak jitter of a clock signal. The period of the clock signal (the solid line)
systematically deviates from the period of the reference clock (the dashed line), leading to
accumulation of the phase difference

however, accumulates with time. Provided the disturbance persists, the phase
difference between the system and the on-chip clocks can accumulate for tens or
hundreds of clock cycles, until the PLL feedback adjustment becomes effective.
This phase difference degrades the synchronization among different clock domains
(i.e., between one portion of an integrated circuit and other system components
controlled by different clock signals). Synchronizing the clock domains is critical
for reliable communication across these domains. The maximum phase difference
between two clock domains is characterized by the peak-to-peak jitter.

The feedback response time is highly sensitive to the power supply voltage [40].
For example, the PLL designed for the 400 MHz IBM S/390 microprocessor
exhibits a response time of approximately 50 clock cycles when operating at a 2.5 V
power supply and disturbed by a 100 mV drop in supply voltage. The recovery time
from the same disturbance increases manyfold when the supply voltage is reduced
to 2.3 V and below [40].

1.4.3 Noise Margin Degradation

In digital logic styles with single-ended signaling, the power and ground delivery
system also serves as a voltage reference for the on-chip signals. If a transmitter
communicates a low voltage state, the output of the transmitter is connected to the
ground distribution network. Alternatively, the output is connected to the power
distribution network to communicate the high voltage state. At the receiver end
of the communication line, the output voltage of the transmitter is compared to
the power or ground voltage local to the receiver. Spatial variations in the power
supply voltage create a discrepancy between the power and ground voltage levels
at the transmitter and receiver ends of the communication line. The power noise
induced uncertainty in these reference voltages degrades the noise margins of the
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on-chip signals. As the operating speed of integrated circuits has risen, crosstalk
noise among on-chip signals has also increased. Providing sufficient noise margins
of the on-chip signals is therefore a design issue of paramount importance.

1.4.4 Degradation of Gate Oxide Reliability

The performance characteristics of an MOS transistor depend on the thickness of the
gate oxide. The current drive of the transistor increases as the gate oxide thickness
is reduced, improving the speed and power characteristics. Reduction of the gate
oxide thickness in process scaling has therefore been instrumental in improving
transistor performance. A thin oxide layer, however, poses the problems of electron
tunneling and oxide layer reliability [41]. As the thickness of the gate silicon oxide
has reached several molecular layers (tens of angstroms) in contemporary digital
CMOS processes, the power supply voltage is limited by the maximum electric field
across the gate oxide layer [35]. Variations in the power supply voltage can increase
the voltage applied across the ultra-thin gate oxide layer above the nominal power
supply, degrading the long term reliability of the semiconducting devices [42].
Overshoots of the power and ground voltages should be limited to avoid significant
degradation in the transistor reliability characteristics.

1.5 Summary

A historical background, general motivation, and relevant aspects related to inte-
grated circuits in general and on-chip power networks in particular are presented in
this introductory chapter. This chapter is summarized as follows.

• The development of integrated circuits has rapidly progressed after the first
planar circuit—a “unitary circuit”

• Current microprocessors integrate many billions of transistors on a single
monolithic substrate

• The clock frequency of modern microprocessors is in the range of several
gigahertz

• The power consumption of mobile, notepad/desktop, and supercomputing
microprocessor-based server farms, respectively, are in the range of a few watts,
several hundreds of watts, and millions of watts.

• Different design criteria for integrated circuits have evolved over the past several
decades with changing technology and application characteristics

• The issue of effective power delivery is fundamental to the successful operation
of high complexity ICs. As current demand requirements have increased, voltage
margins have been reduced, constraining the impedance of the power delivery
system
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• Voltage fluctuations within the power delivery system are causing a variety of
problems, such as signal delay uncertainty, clock jitter, smaller noise margins,
and reliability concerns due to degradation of the gate oxide

• Point-of-load power delivery is fundamental to maintain high quality of power as
current densities and parasitic impedances have increased

• To support heterogeneous dynamically on-chip controlled systems, power
resources should be intelligently managed in real-time



Chapter 2
Inductive Properties of Electric Circuits

Characterizing the inductive properties of the power and ground interconnect is
essential in determining the impedance characteristics of a power distribution
system. Several of the following chapters are dedicated to the inductive properties of
on-chip power distribution networks. The objective of this chapter is to introduce the
concepts used in these chapters to describe the inductive characteristics of complex
interconnect structures.

The magnetic properties of circuits are typically described using circuits with
inductive coils. The inductive characteristics of such circuits are dominated by
the self- and mutual inductances of these coils. The inductance of a coil is well
described by the classical definition of inductance based on the magnetic flux
through a current loop. The situation is more complex in circuits with no coils
where no part of the circuit is inductively dominant and the circuit elements are
strongly inductively coupled. The magnetic properties in this case are determined
by the physical structure of the entire circuit, resulting in complex inductive
behavior. The loop inductance formulation is inconvenient to represent the inductive
characteristics of these circuits. The objective of this chapter is to describe various
ways to represent a circuit inductance, highlighting specific assumptions. Intuitive
interpretations are offered to develop a deeper understanding of the limitations and
interrelations of these approaches. The variation of inductance with frequency and
the relationship between the absolute inductance and the inductive behavior are also
discussed in this chapter.

These topics are discussed in the following order. Several formulations of the
circuit inductive characteristics as well as advantages and limitations of these
formulations are described in Sect. 2.1. Mechanisms underlying the variation of
inductance with frequency are examined in Sect. 2.2. The relationship between the
absolute inductance and the inductive behavior of circuits is discussed in Sect. 2.3.
The inductive properties of on-chip interconnect structures are analyzed in Sect. 2.4.
The chapter is summarized in Sect. 2.5.

© Springer International Publishing Switzerland 2016
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2.1 Definitions of Inductance

There are several ways to represent the magnetic characteristics of a circuit.
Understanding the advantages and limitations of these approaches presents the
opportunity to choose the approach most suitable for a particular task. Several
representations of the inductive properties of a circuit are presented in this section.
The field energy formulation of inductive characteristics is described in Sect. 2.1.1.
The loop flux definition of inductance is discussed in Sect. 2.1.2. The concept of
a partial inductance is described in Sect. 2.1.3. The net inductance formulation is
described in Sect. 2.1.4.

2.1.1 Field Energy Definition

Inductance represents the capability of a circuit to store energy in the form of
a magnetic field. Specifically, the inductance relates the electrical current to the
magnetic flux and magnetic field energy. The magnetic field is interrelated with the
electric field and current, as determined by Maxwell’s equations and constitutive
relations,1

rD D �; (2.1)

rB D 0; (2.2)

r � H D J C @D
@t

; (2.3)

r � E D �@B
@t

; (2.4)

D D �E; (2.5)

B D �H; (2.6)

J D 	E; (2.7)

assuming a linear media. The domain of circuit analysis is typically confined
to those operational conditions where the electromagnetic radiation phenomena
are negligible. The direct effect of the displacement current @D

@t on the magnetic
field, as expressed by (2.3), can be neglected under these conditions (although
the displacement current can be essential to determine the current density J).
The magnetic field is therefore determined only by the circuit currents. The local
current density determines the local behavior of the magnetic field, as expressed by
Ampere’s law in the differential form,

1Vector quantities are denoted with bold italics, such as H.
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r � H D J: (2.8)

Equivalently, the elemental contribution to the magnetic field dH is expressed in
terms of an elemental current dJ, according to the Biot-Savart law,

dH D dJ � r
4�r3

; (2.9)

where r is the distance vector from the point of interest to the current element dJ
and r D jrj.

It can be demonstrated that the magnetic energy in a linear media can be
expressed as [43]

Wm D 1

2

Z
J � A dr ; (2.10)

where A is the magnetic vector potential of the system, determined as

A.r/ D �

4�

Z
J.r0/ dr0

jr � r0j : (2.11)

Substituting (2.11) into (2.10) yields the expression of the magnetic energy in terms
of the current distribution in a system,

Wm D �

8�

“
J.r/ � J.r0/

jr � r0j dr dr0: (2.12)

If the system is divided into several parts, each contained in a volume Vi, the
magnetic energy expression (2.12) can be rewritten as

Wm D �

8�

X
i

X
j

Z

Vi

Z

Vj

J.r/ � J.r0/
jr � r0j dr dr0: (2.13)

Assuming that the relative distribution of the current in each volume Vi is indepen-
dent of the current magnitude, the current density distribution J can be expressed
in terms of the overall current magnitude I and current distribution function u.r/,
so that J.r/ D Iu.r/. The magnetic field energy can be expressed in terms of the
overall current magnitudes Ii,

Wm D 1

2

X
i

X
j

LijIiIj; (2.14)

where

Lij � �

4�

Z

Vi

Z

Vj

u.r/ � u.r0/
jr � r0j dr dr0 (2.15)
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is a mutual inductance between the system parts i and j. In a matrix formulation, the
magnetic energy of a system consisting of N parts can be expressed as a positively
defined binary form2 L of a current vector I D fI1; : : : ; INg,

Wm D 1

2
ITLI D 1

2

NX
iD1

NX
jD1

LijIiIj: (2.16)

Each diagonal element Lii of the binary form L is a self-inductance of the
corresponding current Ii and each non-diagonal element Lij is a mutual inductance
between currents Ii and Ij. Note that according to the definition of (2.15), the induc-
tance matrix is symmetric, i.e., Lij D Lji.

While the field approach is general and has no limitations, determining the circuit
inductance through this approach is a laborious process, requiring numerical field
analysis except for the simplest structures. The goal of circuit analysis is to provide
an efficient yet accurate description of the system in those cases where the detail
and accuracy of a full field analysis are unnecessary. Resorting to a field analysis
to determine specific circuit characteristics greatly diminishes the efficiency of the
circuit analysis formulation.

2.1.2 Magnetic Flux Definition

The concept of inductance is commonly described as a constant L relating a
magnetic flux ˚ through a circuit loop to a current I0 in another loop,

˚ D LI0: (2.17)

In the special case where the two circuit loops are the same, the coefficient is referred
to as a loop self-inductance; otherwise, the coefficient is referred to as a mutual loop
inductance.

For example, consider two isolated complete current loops ` and `0, as shown in
Fig. 2.1. The mutual inductance M between these two loops is a coefficient relating
a magnetic flux ˚ through a loop ` due to a current I0 in loop `0,

˚ D
“

S

B0 � n ds; (2.18)

where S is a smooth surface bounded by the loop `, B0 is the magnetic flux created
by the current in the loop `0, and n is a unit vector normal to the surface element ds.
Substituting B0 D r � A0 and using Stokes’s theorem, the loop flux is expressed as

2Matrix entities are denoted with bold roman symbols, such as L.
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Fig. 2.1 Two complete
current loops. The relative
position of two differential
loop elements dl and dl0 is
determined by the vector
r� r0 dl

� �′

dl′r − r
′

˚ D
“

S

.r � A0/ � n ds D
I

`

A0 dl; (2.19)

where A0 is the vector potential created by the current I0 in the loop `0. The magnetic
vector potential of the loop `0 A0 is

A0.r/ D �

4�

Z

V

J0.r0/ dr0

jr � r0j D I0
�

4�

I

`0

dl0

jr � r0j ; (2.20)

where jr� r0j is the distance between the loop element dl0 and the point of interest r.
Substituting (2.20) into (2.19) yields

˚ D I0
�

4�

I

`

I

`0

dl dl0

jr � r0j D MI0; (2.21)

where

M � �

4�

I

`

I

`0

dl dl0

jr � r0j (2.22)

is a mutual inductance between the loops ` and `0. As follows from the derivation,
the integration in (2.20), (2.21), and (2.22) is performed in the direction of the
current flow. The mutual inductance (2.22) and associated magnetic flux (2.21) can
therefore be either positive or negative, depending on the relative direction of the
current flow in the two loops.
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Note that the finite cross-sectional dimensions of the loop conductors are
neglected in the transition between the general volume integration to a more
constrained but simpler contour integration in (2.20). An entire loop current is
therefore confined to an infinitely thin filament.

The thin filament approximation of a mutual inductance is acceptable where the
cross-sectional dimensions of the conductors are much smaller than the distance
jr � r0j between any two points on loop ` and loop `0. This approximation
becomes increasingly inaccurate as the two loops are placed closer together.
More importantly, the thin filament approach cannot be used to determine a self-
inductance by assuming ` to be identical to `0, as the integral (2.22) diverges at the
points where r D r0.

To account for the finite cross-sectional dimensions of the conductors, both (2.19)
and (2.20) are amended to include an explicit integration over the conductor cross-
sectional area a,

˚ D 1

I

I

`

Z

a

A0 Jdl da; (2.23)

and

A0 D �

4�

I

`0

Z

a0

J0 dl0 da0

jr � r0j ; (2.24)

where a and a0 are the cross sections of the elemental loop segments dl and dl0,
da and da0 are the differential elements of the respective cross sections, jr � r0j is
the distance between da and da0, and J is a current density distribution over the
wire cross section a, dJ D J dl da, and I D R

a J da. These expressions are more
general than (2.19) and (2.20); the only constraint on the current flow imposed
by formulations (2.23) and (2.24) is that the current flow has the same direction
across the cross-sectional areas a and a0. This condition is satisfied in relatively
thin conductors without sharp turns. Formulas (2.23) and (2.24) can be significantly
simplified assuming a uniform current distribution (i.e., J D const and I D aJ) and
a constant cross-sectional area a,

˚ D 1

a

I

`

Z

a

A0 dl da; (2.25)

and

A0 D �

4�

I0

a0

I

`0

Z

a0

dl0 da0

jr � r0j : (2.26)
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The magnetic flux through loop ` is transformed into

˚ D �

4�

I0

a a0

I

`

I

`0

Z

a

Z

a0

da da0 dl dl0

jr � r0j D MI0: (2.27)

The mutual loop inductance is therefore defined as

M``0 � �

4�

1

a a0

I

`

I

`0

Z

a

Z

a0

da da0 dl dl0

jr � r0j : (2.28)

The loop self-inductance L` is a special case of the mutual loop inductance where
the loop ` is the same as loop `0,

L` � M`` D �

4�

1

a2

I

`

I

`

Z

a

Z

a

da da0 dl dl0

jr � r0j : (2.29)

While straightforward and intuitive, the definition of the loop inductance as
expressed by (2.17) cannot be applied to most practical circuits. Only the simplest
circuits consist of a single current loop. In practical circuits with branch points, the
current is not constant along the circumference of the conductor loops, as shown in
Fig. 2.2. This difficulty can be circumvented by employing Kirchhoff’s voltage law
and including an inductive voltage drop within each loop equation. For example,
two independent current loops carrying circular currents IA and IB can be identified
in the circuit shown in Fig. 2.2. The inductive voltage drops VA and VB in loops A
and B are

Fig. 2.2 A circuit with
branch points. The current in
each loop is not uniform
along the circumference of
the loop

IA

IB

I0

I1 I2
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�
VA

VB

�
D
�

LAA LAB

LAB LBB

� �
IA

IB

�
: (2.30)

The magnetic energy of the system is, analogous to (2.16),

Wm D 1

2
ITLI D 1

2

�
IA IB

� �LAA LAB

LAB LBB

� �
IA

IB

�
: (2.31)

Note that in a circuit with branch points, two current loops can share common
parts, as illustrated in Fig. 2.2. The inductance between these two loops is therefore
a hybrid between the self- and mutual loop inductance, as defined by (2.28)
and (2.29).

The flux formulation of the inductive characteristics, as expressed by (2.29)
and (2.31), is a special case of the field formulation, as expressed by (2.15)
and (2.16). The magnetic field expressions (2.16) and (2.31) are the same, while the
definition of the loop inductance as expressed by (2.29) is obtained from (2.15) by
assuming that the current flows in well formed loops; the thin filament definition
of the mutual inductance (2.22) is the result of further simplification of (2.15).
The magnetic energy and field flux derivations of the inductance are equivalent;
both (2.15) and (2.29) can be obtained from either the energy formulation expressed
by (2.31) or the flux formulation expressed by (2.22).

The loop inductance approach provides a more convenient description of the
magnetic properties of the circuit with little loss of accuracy and generality, as
compared to the field formulation as expressed by (2.16). Nevertheless, significant
disadvantages remain. In the magnetic flux formulation of the circuit inductance,
the basic inductive element is a closed loop. This aspect presents certain difficulties
for a traditional circuit analysis approach. In circuit analysis, the impedance
characteristics are described in terms of the circuit elements connecting two circuit
nodes. Circuit analysis tools also use a circuit representation based on two-terminal
elements. Few circuit elements are manufactured in a loop form. In a strict sense,
a physical inductor is also a two terminal element. The current flowing through a
coil does not form a complete loop, therefore, the definition of the loop inductance
does not apply. The loop formulation does not provide a direct link between the
impedance characteristics of the circuit and the impedance of the comprising two
terminal circuit elements.

It is therefore of practical interest to examine how the inductive characteristics
can be described by a network of two terminal elements with self- and mutual
impedances, without resorting to a multiple loop representation. This topic is the
subject of the next section.
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2.1.3 Partial Inductance

The loop inductance, as defined by (2.28), can be deconstructed into more basic
elements if the two loops are broken into segments, as shown in Fig. 2.3. The loop
` is broken into N segments S1; : : : ; SN and loop `0 is broken into N0 segments
S01; : : : ; S0N0 . The definition of the loop inductance (2.28) can be rewritten as

M``0 D
NX

iD1

N0X
jD1

�

4�

1

ai a0j

I

Si

I

S0

j

Z

ai

Z

a0

j

dai da0j dl dl0

jr � r0j D
NX

iD1

N0X
jD1

Lij; (2.32)

where

Lij � �

4�

1

ai a0j

I

Si

I

S0

j

Z

ai

Z

a0

j

dai da0j dl dl0

jr � r0j : (2.33)

The integration along segments Si and S0j in (2.32) and (2.33) is performed in the
direction of the current flow.

Equation (2.33) defines the mutual partial inductance between two arbitrary
segments Si and S0j. Similar to the loop inductance, the mutual partial inductance
can be either positive or negative, depending on the direction of the current flow in
the two segments. In the special case where Si is identical to S0j, (2.33) defines the
partial self-inductance of Si. The partial self-inductance is always positive.

The partial inductance formulation, as defined by (2.33), is more suitable for
circuit analysis as the basic inductive element is a two terminal segment of
interconnect. Any circuit can be decomposed into a set of interconnected two
terminal elements. For example, the circuit shown in Fig. 2.2 can be decomposed

Fig. 2.3 Two complete
current loops broken into
segments
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into three linear segments instead of two loops as in the case of a loop analysis.
The magnetic properties of the circuit are described by a partial inductance matrix
L D fLijg. Assigning to each element Si a corresponding current Ii, the vector of
magnetic electromotive forces V across each segment is

V D L
dI
dt

: (2.34)

The magnetic energy of the circuit in terms of the partial inductance is determined,
analogously to the loop inductance formulation (2.31), as

Wm D 1

2
ITLI D 1

2

NX
iD1

NX
jD1

LijIiIj: (2.35)

The partial inductance has another practical advantage. If the self- and mutual
partial inductance of a number of basic segment shapes is determined as a function
of the segment dimensions and orientations, the partial inductance matrix of any
circuit composed of these basic shapes can be readily constructed according to the
segment connectivity, permitting the efficient analysis of the magnetic properties
of the circuit. In this regard, the partial inductance approach is more flexible than
the loop inductance approach, as loops exhibit a greater variety of shapes and are
difficult to precharacterize in an efficient manner.

For the purposes of circuit characterization, it is convenient to separate the
sign and the absolute magnitude of the inductance. During precharacterization, the
absolute magnitude of the mutual partial inductance Labs

ij between basic conductor
shapes (such as straight segments) is determined. During the process of analyzing
a specific circuit structure, the absolute magnitude is multiplied by a sign function
sij, resulting in the partial inductance as defined by (2.33), Lij D sijLabs

ij . The sign
function equals either 1 or �1, depending upon the sign of the scalar product of the
segment currents: sij D sign .Ii � I0j/.

The case of a straight wire is of particular practical importance. A conductor of
any shape can be approximated by a number of short straight segments. The partial
self-inductance of a straight round wire is [44]

Lline D �l

2�

�
ln

2l

r
� 3

4

�
; (2.36)

where l is the length of the wire and r is the radius of the wire cross section, as
shown in Fig. 2.4. The precise analytic expressions for the partial inductance are
generally not available for straight conductors with a radially asymmetric cross
section. The partial inductance of a straight line with a square cross section can be
evaluated with good accuracy using approximate analytic expressions augmented
with tables of correction coefficients [44], or expressions suitable for efficient
numerical evaluation [45].
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l

2r

Fig. 2.4 A straight round wire

The partial self-inductance, as expressed by (2.33), depends only on the shape
of the conductor segment. It is therefore possible to assign a certain partial self-
inductance to an individual segment of the conductor. It should be stressed, however,
that the partial self-inductance of the comprising conductors by itself provides
no information on the inductive properties of the circuit. For example, a loop of
wire can have a loop inductance that is much greater than the sum of the partial
self-inductance of the comprising segments (where the wire is coiled) or much
smaller than the sum of the comprising partial self-inductances (where the wire
forms a narrow long loop). The inductive properties of a circuit are described by all
partial inductances in the circuit, necessarily including all mutual partial inductances
between all pairs of elements, as expressed in (2.32) for the specific case of a current
loop.

Unlike the loop inductance, the partial inductance cannot be measured experi-
mentally. The partial inductance is, essentially, a convenient mathematical construct
used to describe the inductive properties of a circuit. This point is further cor-
roborated by the fact that the partial inductance is not uniquely defined. An
electromagnetic field is described by an infinite number of vector potentials. If a
specific field is described by a vector potential A, any vector potential A0 differing
from A by a gradient of an arbitrary scalar function ‰, i.e., A0 D A C r‰, also
describes the field.3 The magnetic field is determined through the curl operation
of the vector potential and is not affected by the r‰ term, r � A D r � A0
as r � r‰ D 0. The choice of a specific vector potential is inconsequential.
The vector potential definition (2.11) is therefore not unique. The choice of a
specific vector potential is also immaterial in determining the loop inductance as
expressed by (2.28), as the integration of a gradient of any function over a closed
contour yields a null value. The choice of the vector potential, however, affects
the value of the partial inductance, where the integration is performed over a
conductor segment. Equation (2.33) therefore defines only one of many possible
partial inductance matrices. This ambiguity does not present a problem as long as all
of the partial inductances in the circuit are consistently determined using the same
vector potential. The contributions of the function gradient to the partial inductance
cancel out, where the partial inductances are combined to describe the loop currents.

In the case of straight line segments, the partial inductance definition expressed
by (2.33) has an intuitive interpretation. For a straight line segment, the partial

3This property of the electromagnetic field is referred to in electrodynamics as gauge invariance.
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I

S

S′

Fig. 2.5 Self- and mutual partial inductance of a straight segment of wire. The partial self-
inductance of a segment S, as described by Rosa [46], is determined using the magnetic flux
created by current I in segment S through an infinite contour formed by wire segment S (the bold
arrow) and two rays perpendicular to the segment (the dashed lines). Similarly, the partial mutual
inductance with another wire segment S0 is determined using the flux created by current I through
the contour formed by the segment S0 and straight lines originating from the ends of the segment
S0 and perpendicular to segment S

self-inductance is a coefficient of proportionality between the segment current and
the magnetic flux through the infinite loop formed by a line segment S and two rays
perpendicular to the segment, as illustrated in Fig. 2.5.

This flux is henceforth referred to as a partial flux. This statement can be proved
as follows. The flux through the aforementioned infinite loop is determined by
integrating the vector potential A along the loop contour, according to (2.25).
The magnetic vector potential A of a straight segment, as determined by (2.11),
is parallel to the segment. The integration of the vector potential along the rays
perpendicular to the segment is zero. The integration of the vector potential along the
segment completing the loop at infinity is also zero as the vector potential decreases
inversely proportionally with distance. Similarly, the mutual partial inductance
between segments S and S0 can be interpreted in terms of the magnetic flux through
the infinite loop formed by segment S0 and two rays perpendicular to the segment S,
as illustrated in Fig. 2.5.

This interpretation of the partial inductance in terms of the partial flux is in fact
the basis for the original introduction of the partial inductance by Rosa in 1908
in application to linear conductors [46]. Attempts to determine the inductance of
a straight wire segment using the total magnetic flux were ultimately unsuccessful
as the total flux of a segment is infinite. Rosa made an intuitive argument that only
the partial magnetic flux, as illustrated in Fig. 2.5, should be associated with the
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self-inductance of the segment. The concept of partial inductance proved useful and
was utilized in the inductance calculation formulæ and tables developed by Rosa and
Cohen [47], Rosa and Grover [48], and Grover [44]. A rigorous theoretical treatment
of the subject was first developed by Ruehli in [45], where a general definition of
the partial inductance of an arbitrarily shaped conductor (2.33) is derived. Ruehli
also coined the term “partial inductance.”

Connections between the loop and partial inductance can also be established in
terms of the magnetic flux. The magnetic flux through a specific loop is a sum of
all of the partial fluxes of the comprising segments. The contribution of a magnetic
field created by a specific loop segment to the loop flux is also the sum of all of the
partial inductances of this segment with respect to all segments of the loop. This
relationship is illustrated in Fig. 2.6.

2.1.4 Net Inductance

The inductance of a circuit without branch points (i.e., where the current flowing in
all conductor segments is the same) can also be expressed in a form with no explicit
mutual inductances. Consider a current loop consisting of N segments. As discussed
in the previous section, the loop inductance Lloop can be described in terms of the
partial inductances Lij of the segments,

Lloop D
NX

iD1

NX
jD1

Lij: (2.37)

This sum can be rearranged as

Lloop D
NX

iD1

Leff
i ; (2.38)

where

Leff
i �

NX
i;jD1

Lij: (2.39)

The inductance Leff
i , as defined by (2.39), is often referred to as the net inductance

[49–51]. The net inductance also has an intuitive interpretation in terms of the
magnetic flux. As illustrated in Fig. 2.6, a net inductance (i.e., the partial self-
inductance plus the partial mutual inductances with all other segments) of the
segment determines the contribution of the segment current to the overall magnetic
flux through the circuit.
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Fig. 2.6 The contribution of
a current in a specific loop
segment (shown with a bold
arrow) to the total flux of the
current loop is composed of
the partial flux of this
segment with all other
segments of the loop; (a) a
piecewise linear loop, (b)
partial flux of the segment
with all other segments
carrying current in the same
direction (i.e., the scalar
product of the two segment
vectors is positive)—this flux
is positive, (c) the partial flux
of the segment with all other
segments carrying current in
the opposite direction (i.e.,
the scalar product of the two
segment vectors is
negative)—this flux is
negative, (d) the sum of the
positive and negative fluxes,
shown in (b) and (c) (i.e., the
geometric difference between
the contours (b) and (c)), is
the overall contribution of the
segment to the magnetic flux
of the loop—this contribution
is expressed as the net
inductance of the segment

a

c

d

b

The net inductance describes the behavior of coupled circuits without using
explicit mutual inductance terms, simplifying the circuit analysis process. For
example, consider a current loop consisting of a signal current path with inductance
Lsig and return current path with inductance Lret, as shown in Fig. 2.7. The mutual
inductance between the two paths is M. The net inductance of the two paths is
Leff

sig D Lsig � M and Leff
ret D Lret � M. The loop inductance in terms of the net

inductance is Lloop D Leff
sig CLeff

ret . The inductive voltage drop along the return current

path is Vret D Leff
ret

dI
dt .

The net inductance has another desirable property. Unlike the partial inductance,
the net inductance is independent of the choice of the magnetic vector potential,
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a
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c

M

Lsig

Lret

Lsig − M

Lret − M

Fig. 2.7 The signal and return current paths. (a) The physical structure of the current loop. (b) The
equivalent partial inductance model. (c) The equivalent net inductance model

because, similar to the loop inductance, the integration of the vector potential
is performed along a complete loop, as implicitly expressed by (2.39). The net
inductance is therefore uniquely determined.

Note that the net inductance of a conductor depends on the structure of the overall
circuit as indicated by the mutual partial inductance terms in (2.39). Modifying
the shape of a single segment in a circuit changes the net inductance of all of
the segments. The net inductance is, in effect, a specialized form of the partial
inductance and should only be used in the specific circuit where the net inductance
terms are determined according to (2.39).

2.2 Variation of Inductance with Frequency

A circuit inductance, either loop or partial, depends upon the current distribution
across the cross section of the conductors, as expressed by (2.23) and (2.24). The
current density is assumed constant across the conductor cross sections in the
inductance formulas described in Sect. 2.1, as is commonly assumed in practice.
This assumption is valid where the magnetic field does not appreciably change
the path of the current flow. The conditions where this assumption is accurate
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are discussed in Sect. 2.2.1. Where the effect of the magnetic field on the current
path is significant, the current density becomes non-uniform and the magnetic
properties of the circuit vary significantly with frequency. The mechanisms causing
the inductance to vary with frequency are described in Sect. 2.2.2. A circuit analysis
of the variation of inductance with frequency is performed in Sect. 2.2.3 based on
a simple circuit model. The section concludes with a discussion of the relative
significance of the different inductance variation mechanisms.

2.2.1 Uniform Current Density Approximation

The effect of the magnetic field on the current distribution can be neglected in two
general cases. First, the current density is uniform where the magnetic impedance
L dI=dt is much smaller than the resistive impedance R of the interconnect structure.
Under this condition, however, the magnetic properties of the circuit do not
significantly affect the circuit behavior and are typically of little practical interest.
The second case is of greater practical importance, where the magnetic impedance
to the current flow, although greater than R, is uniform across the cross section
of a conductor. This condition is generally satisfied where the separation between
conductors is significantly greater that the cross-sectional dimensions. It can be
shown by inspecting (2.11) that at a distance d much greater than the conductor
cross-sectional dimension a, a non-uniform current distribution within the conductor
contributes only a second order correction to the magnetic vector potential A. The
significance of this correction as compared to the primary term decreases with
distance as a=d.

Where the separation of two conductors is comparable to the cross-sectional
dimensions, the magnetic field significantly affects the current distribution within
the conductors. The current density distribution across the cross section becomes
non-uniform and varies with the signal frequency. In this case, the magnetic
properties of an interconnect structure cannot be accurately represented by a
constant value. Alternatively stated, the inductance varies with the signal frequency.

The frequency variation of the current density distribution and, consequently, of
the conductor inductance can be explained from a circuit analysis point of view
if the impedance characteristics of different paths within the same conductor are
considered, as described in Sect. 2.2.2. The resistive properties of alternative parallel
paths within the same conductors are identical, provided the conductivity of the
conductor material is uniform. The magnetic properties of the paths however can
be significantly different. At low frequencies, the impedance of the current paths
is dominated by the resistance. The current density is uniform across the cross
section, minimizing the overall impedance of the conductor. At sufficiently high
frequencies, the impedance of the current paths is dominated by the inductive
reactance. As the resistive impedance becomes less significant (as compared to the
inductive impedance) at higher frequencies, the distribution of the current density


