
123

S P R I N G E R  B R I E F S  I N 
E L E C T R I C A L  A N D  CO M P U T E R  E N G I N E E R I N G

Jacob Benesty
Jingdong Chen
Chao Pan

Fundamentals 
of Differential 
Beamforming



SpringerBriefs in Electrical and Computer
Engineering



More information about this series at http://www.springer.com/series/10059

http://www.springer.com/series/10059


Jacob Benesty • Jingdong Chen
Chao Pan

Fundamentals of Differential
Beamforming

123



Jacob Benesty
INRS-EMT, University of Quebec
Montreal, QC
Canada

Jingdong Chen
Northwestern Polytechnical University
Xi’an
China

Chao Pan
Northwestern Polytechnical University
Xi’an
China

ISSN 2191-8112 ISSN 2191-8120 (electronic)
SpringerBriefs in Electrical and Computer Engineering
ISBN 978-981-10-1045-3 ISBN 978-981-10-1046-0 (eBook)
DOI 10.1007/978-981-10-1046-0

Library of Congress Control Number: 2016937935

© The Author(s) 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer Science+Business Media Singapore Pte Ltd.



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Microphone Array Beamforming: A Brief Overview . . . . . . . . . . 3
1.3 Differential Microphone Arrays . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Differential Beamforming in the STFT Domain . . . . . . . . . . . . . . 8
1.5 Organization of the Book . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Problem Formulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Beampatterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Front-to-Back Ratios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Signal-to-Noise Ratio Gains . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Examples of Theoretical Differential Beamformers. . . . . . . . . . . . 21
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 Some Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1 Linear Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Orthogonal Functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Orthogonal Polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3.1 Legendre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.2 Chebyshev . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.3 Jacobi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4 Performance Measures Revisited . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1 Beampatterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Weighted Front-to-Back Ratios . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Weighted Directivity Factors. . . . . . . . . . . . . . . . . . . . . . . . . . . 46
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

v

http://dx.doi.org/10.1007/978-981-10-1046-0_1
http://dx.doi.org/10.1007/978-981-10-1046-0_1
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_1#Bib1
http://dx.doi.org/10.1007/978-981-10-1046-0_2
http://dx.doi.org/10.1007/978-981-10-1046-0_2
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_2#Bib1
http://dx.doi.org/10.1007/978-981-10-1046-0_3
http://dx.doi.org/10.1007/978-981-10-1046-0_3
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec6
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Sec6
http://dx.doi.org/10.1007/978-981-10-1046-0_3#Bib1
http://dx.doi.org/10.1007/978-981-10-1046-0_4
http://dx.doi.org/10.1007/978-981-10-1046-0_4
http://dx.doi.org/10.1007/978-981-10-1046-0_4#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_4#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_4#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_4#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_4#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_4#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_4#Bib1


5 Conventional Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1 Delay-and-Sum Beamformer . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 w-Hypercardioid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 w-Supercardioid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4 Dipole and Cardioid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.5 Tunable Differential Beamformer. . . . . . . . . . . . . . . . . . . . . . . . 74
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6 Beampattern Design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.1 Nonrobust Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 Robust Approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.3 Constant Beampattern Design . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.4 Weighted Least-Squares Method . . . . . . . . . . . . . . . . . . . . . . . . 100
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

7 Joint Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2 Joint Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

vi Contents

http://dx.doi.org/10.1007/978-981-10-1046-0_5
http://dx.doi.org/10.1007/978-981-10-1046-0_5
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Sec5
http://dx.doi.org/10.1007/978-981-10-1046-0_5#Bib1
http://dx.doi.org/10.1007/978-981-10-1046-0_6
http://dx.doi.org/10.1007/978-981-10-1046-0_6
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec3
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Sec4
http://dx.doi.org/10.1007/978-981-10-1046-0_6#Bib1
http://dx.doi.org/10.1007/978-981-10-1046-0_7
http://dx.doi.org/10.1007/978-981-10-1046-0_7
http://dx.doi.org/10.1007/978-981-10-1046-0_7#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_7#Sec1
http://dx.doi.org/10.1007/978-981-10-1046-0_7#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_7#Sec2
http://dx.doi.org/10.1007/978-981-10-1046-0_7#Bib1


Abstract

Microphone arrays can be used in a broad range of applications from telecom-
munications, teleconferencing, and smart home systems to intelligent human–ma-
chine interfaces to deal with many important acoustic problems such as noise
reduction, source separation, dereverberation, source localization/tracking, robust
hands-free speech recognition, to name a few. Significant efforts have been devoted
to the design of such arrays and the associated processing algorithms since the
1970s. In the literature, microphone arrays are generally classified into two major
categories: additive and differential. The former refers to arrays with large sensor
spacing whose outputs are responsive to the acoustic pressure field; whereas the
latter refers to arrays with small sensor spacing whose outputs are responsive to the
differential acoustic pressure field of different orders. While both types of arrays
have their own pros and cons, when applied to solving a real problem, differential
microphone arrays (DMAs) are more appropriate for high-fidelity signal enhance-
ment applications as they have the potential to form frequency-invariant directivity
patterns and attain large directional gains with small and compact apertures.

This book is intended to provide a systematic study of the fundamental theory
and the methods of beamforming with DMAs, or differential beamforming in short.
From a physical perspective, a DMA of some order is defined as an array that
measures the differential acoustic pressure field of that order; such an array has a
beampattern in the form of a polynomial whose degree is equal to the DMA order.
Therefore, the fundamental and core problem of differential beamforming boils
down to the design of beampatterns with orthogonal polynomials. But constraints
have to be considered so that the resulting beamformer does not seriously amplify
sensors' self-noise and mismatches among sensors. In this work, we first present a
brief overview of differential beamforming and some popularly used DMA
beampatterns such as dipole, cardioid, hypercardioid, and supercardioid. Then,
some background knowledge on orthogonal functions and orthogonal polynomials
is provided, which forms the basis of differential beamforming. Several perfor-
mance criteria are subsequently revisited, which can be used to evaluate the per-
formance of the derived differential beamformers. Next, differential beamforming is
cast into a framework of optimization and linear system solving and it is shown

vii



how different beampatterns can be designed with this optimization framework.
After that, several approaches are presented to the design of differential beam-
formers with the maximum DMA order, with the control of the white noise gain,
and with the control of both the frequency invariance of the beampattern and the
white noise gain. Finally, a joint optimization method is explained, which can be
used to derive differential beamformers that have almost frequency-invariant
beampatterns and meanwhile are robust to sensors’ self-noise.

viii Abstract



Chapter 1
Introduction

In this chapter, we briefly discuss microphone array beamforming in general and
differential beamforming in particular. We also explain why this latter approach is
fundamental and should be considered in most speech and audio acquisition systems.

1.1 Introduction

Sound signal acquisition has been an essential part of speech processing since the
invention of telephone systems in the late 19th century. Most early sound acquisition
systems use only a single microphone; but such systems were not found to be very
good, to say the least, in challenging acoustic environments where there are noise,
echo, reverberation, and interferences. For a better control of the mentioned problems
and preservation of the spatial sound realism, multiple-microphone systems were then
invented which make them much more powerful than single-microphone systems in
terms of sound acquisition quality, system functionality, and flexibility in developing
the associated processing algorithms.

Depending on how sensors are arranged in space, multiple-microphone systems
have two basic forms, i.e., organized and ad hoc arrays. In an organized array, which
is generally referred to as a microphone array, the sensors are arranged to form a
particular geometry such as a line, circle, or sphere in which all the sensors’ posi-
tions with respect to a reference point are known and such information can be used in
subsequent processors. These sensors are generally required to have the same char-
acteristics (e.g., sensitivity, dynamic range, gain, noise floor, etc.) and their outputs
are converted to digital signals with a synchronized multichannel A/D system. By
processing the outputs of the sensors and combining the results together, many func-
tionalities can be implemented such as direction-of-arrival (DOA) estimation, source
localization, noise reduction, signal enhancement, source separation, just to name
a few. In comparison, in an ad hoc array, sensors are arbitrarily placed in different
positions to form a sensor network without a fixed geometry. The sensors are gener-
ally not required to have the same characteristics and their outputs may be sampled

© The Author(s) 2016
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2 1 Introduction

with separate A/D systems that may use different clocks. Both organized and ad hoc
arrays have their own pros and cons. Generally, ad hoc arrays are logistically easy to
install since they do not have much constraint on the sensors’ quality and sensors’
positions. They are preferable to be used in applications where a large acquisition
area needs to be covered as the number of sensors and the size of such arrays can be
large. But the associated signal processing and fusion algorithms can be complicated
and usually are ad hoc as the reliability and the amount of information from different
sensors may vary significantly. Clock skew is another important issue that adds diffi-
culty in processing and fusing the sensors’ outputs. At last but not least, it is still not
clear whether beamforming makes sense in such scenario. In comparison, the design
of a microphone (organized) array usually takes much professional experience as the
sensors are required to be uniform in response (if not but difference is not dramatic,
compensation can help). The selection of a proper geometry is also very important,
which depends not only on the performance expectation but also on the application
constraints. The advantage with microphone arrays is that the associated theory and
methods of signal processing are more rigorous to develop. The performance is also
more consistent over different environments. As a result, significant efforts have been
devoted to microphone arrays in the literature than to the ad hoc ones. This book also
focuses on microphone arrays.

A microphone array system consists of two important components: hardware and
associated processing algorithms. The design of the former involves the selection of
sensors, the array geometry, as well as the design of pre-amplifiers and multichannel
A/D convertors. While it is important, this part can be done by experienced audio
engineers; so we choose not to devote much effort to it in this book. For the latter,
a large variety of processing algorithms have been studied in the literature either to
estimate some important parameters or enhance certain signals or signal components
from the microphones’ outputs, e.g., beamforming, channel identification, channel
equalization, multichannel noise reduction, and blind source separation. Many more
methods are still emerging, which is more than one book can cover in detail. In this
work, we focus on one major topic that we deem to be very important and useful:
beamforming. Briefly, beamforming consists of designing a good, in some sense,
spatial filter that can take advantage of the spatiotemporal information embedded in
the microphone array outputs to form a response with different sensitivities to sounds
arriving from different directions. It can be used in many applications to deal with
sound signal acquisition and enhancement, including but not limited to

• teleconferencing,
• multi-party telecollaboration,
• hands-free speech communication,
• distance speech recognition,
• robotics,
• gaming,
• virtual reality,
• high-fidelity audio recording,
• acoustic surveillance (security and monitoring),
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• acoustic scene analysis,
• smart television and smart home system,
• hearing aids.

The number of applications is still growing. While the potential of beamforming is
huge, solutions are still far from being satisfactory and much more efforts in this area
of research are indispensable.

1.2 Microphone Array Beamforming: A Brief Overview

Research in microphone array beamforming started in the late 1960s although some
of the fundamental principles can be traced back to the 1930s when directional micro-
phones were invented [1, 2]. Early works in this area were strongly influenced by the
sensor array theory developed in the field of radar and sonar. The most popular micro-
phone array structure investigated in the literature is the uniform linear array (ULA)
combined with the delay-and-sum (DS) beamformer. The basic idea underlying this
algorithm is to delay each microphone output in the array by a proper amount of
time so that the signal components from the desired look direction are synchronized
across all sensors. These delayed signals are then weighted and summed together.
This beamformer has been intensively studied for enhancing broadband signals of
interest from their noisy observations. However, the biggest issue with this beam-
former is that its beampattern, which is defined and discussed in Chaps. 2 and 4,
varies greatly with frequency. When applied to processing speech and audio signals
where frequencies can range from 60 Hz to 20 kHz, the DS beamformer suffers from
a number of well-known problems and drawbacks. They are as follows.

• Its beampattern varies with frequency. As a result, noise is not uniformly atten-
uated over its entire spectrum, resulting in some disturbing artifacts in the array
output [3].

• Its directivity factor, which will be discussed in Chap. 4, is small at low frequencies
and, as a consequence, it is not effective in suppressing noise and interference at
low frequencies [4].

• Its beamwidth is inversely proportional to the frequency. If the incident angle of
the acoustic source is different from the array’s look direction even though it is
still within the range of the mainlobe, the signal can be significantly distorted.

To overcome the drawbacks of the DS beamformer, the so-called broadband beam-
forming techniques have been investigated. One way to obtain a broadband beam-
former is to use harmonically nested subarrays where every subarray is designed for
operating at a small frequency range [5–7]. An example of a nested array is given
in [5], which is illustrated in Fig. 1.1 where four subarrays are used in the frequency
range between 0.5 and 8 kHz. The DS beamformer is applied to each subarray. By
controlling the spacing and the number of sensors in every subarray, the overall
nested array can obtain a similar beamwidth across the frequency range of interest,
for example, from 0.5 to 8 kHz in Fig. 1.1. But such a solution requires a large array

http://dx.doi.org/10.1007/978-981-10-1046-0_2
http://dx.doi.org/10.1007/978-981-10-1046-0_4
http://dx.doi.org/10.1007/978-981-10-1046-0_4


4 1 Introduction

Fig. 1.1 Illustration of broadband beamforming using a nested array

size (aperture) with many microphones, even though different subarrays may share
sensors in the array. This large size makes this kind of arrays impractical in real-world
applications.

Another way to deal with broadband beamforming is through narrowband decom-
position of a broadband signal and then design a narrowband beamformer at each
subband as shown in Fig. 1.2 [3, 8, 9]. The beamwidth at each subband is con-
trolled in such a way that all the beamformers at different frequencies have a similar
beamwidth. Though it can make similar beamwidth across a wide range of frequen-
cies, this way of broadband beamforming sacrifices the array performance at high
frequencies.

The subband structure of broadband beamforming can be equivalently trans-
formed into a time-domain framework as shown in Fig. 1.3, where a finite-impulse-
response (FIR) filter is applied to each sensor output, and the filtered sensor signals
are then added up together to form a single output. This is widely known as the
filter-and-sum beamformer originally developed by Frost [10] and, hence, it is also
called the Frost beamformer. The core problem in this structure is then to determine

Microphone 1

Microphone 2

Microphone M

STFT

STFT

STFT

kth bin

kth bin

kth bin

Beamwidth

Constrained

Beamformer

kth bin

In
ve

rs
e

ST
FT

Fig. 1.2 Broadband beamforming using narrowband decomposition, where STFT stands for short-
time Fourier transform


