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Preface

Ion implantation is one of the key processing steps in silicon-integrated circuit
technology. Some integrated circuits require up to 35 implantation steps, and
circuits are seldom processed with fewer than 10 implantation steps. Controlled
doping at controlled depths is an essential feature of implantation. Ion beam proc-
essing can also be used to improve corrosion resistance, harden surfaces, reduce
wear and, in general, improve materials properties. This book presents the physics
and materials science of ion implantation and ion synthesis of materials with an
emphasis on electronic materials. It covers ion-solid interactions used to predict
ion ranges, ion straggling, and lattice damage. Also treated are the applications of
ion implantation in the formation of integrated circuits and the slicing of silicon
with hydrogen ion beams. Topics important for materials modification, such as ion
beam-induced epitaxial growth of amorphous layers, ion-beam mixing, and sput-
tering, are also described.

This text is designed for undergraduate seniors and graduate students interested
in electronic devices, surface engineering, reactor and nuclear engineering, and
material science issues associated with irradiation effects in materials. The origi-
nal course was offered by the Department of Materials Engineering. Approxi-
mately half the students came from electrical engineering or disciplines other than
materials engineering. Their backgrounds and training varied. Hence, a firm grasp
of the underlying concepts of ion-solid interactions in solids needed in the course
could not be assumed. For this reason the first four chapters of the book are de-
voted to review of topics on particle interactions, binary collisions, and collision
cross-sections. The purpose of these chapters is to provide sufficient coverage of
the fundamentals for the subsequent chapters.

In writing this book, we have benefited immensely from the help of students in
our classes. Their inquiries and responses to our lectures have strengthened the
contents and organization of the book. Ms. Linda Woods is sincerely acknowl-
edged for formatting and editing the book. We also thank Tobias Hochbauer for
his contributions to Chapter 10, Lin Shao for his contributions to Chapter 14, and
the ion implanter development scientists at Axcelis Technologies, Inc for their
contributions to Chapter 15.

Los Alamos, Tempe Michael Nastasi
June 2006 James W. Mayer



Contents

1 General Features and Fundamental Concepts..........ccoecvevieeievieeeenieseennennnnn 1
L1 INtrOAUCLION ...ttt s 1
1.2 Range DiStribULIONS ......c.eoveuieuiriririinteieieeeeeene st 2
1.3 Lattice DISOTAET .....cceeecvieiieiiieieeciie e et eeiee ettt veesaeesveeveeseee s 3
1.4 Atomic and Planar Densities ..........ccoceviererieiinieieneeese e 5
1.5 Energy and Particles..........cccoviiiiniiieniiieei e 6
1.6 The Bohr Velocity and Radius ............ccceveeeeriieieniinieieeeeiesieeeesie s 8

Suggested Reading........cc.oeveiiriiieriiiieiieeeese et 9
PrODICIMS. ...ciiiiitiieteee et e 9

2 Particle INtEractionsS..........ccveeviiiiieiieeeiie ettt ettt re e e veeaeesene s 11
2.1 INErOAUCHION ..ottt et veeae e e e e sbeebeeeee s 11
2.2 Interatomic FOTCES ......cc.iiiiiiiiieiieiee e 11
2.3 Short- and Long-Range Interatomic FOrces..........cccocvvveviieeenniieenenen. 12
2.4 Interatomic Forces in SolidS.......ccocveviriiciinieieieciecieeieeeeee e 13
2.5 Energetic Collisions of Atoms and Ions and the Screened Coulomb

POtential......c.coiiuiriiiiieiei e 15
2.6 Screening FUNCHONS ........coueoieiiiririnieneneecetccece et 16
2.7 Screening Length.........ocooviiieiiiiiee e 18
RETEICNCES ..ot 20
Suggested Reading........ccoeeeiiiiiieiiiieieeecee e 20
ProbIemS. ....couiiiiiiieiecieee s 21

3 Dynamics of Binary Elastic COlliSIONS ..........ccecvveverierierienienieeeenieeeeienenen 23
3.1 INtrOAUCHION ...ttt sttt 23
3.2 Classical Scattering Theory.......c.ceceverirerienierieineninieesereeeeeeeeeeeeas 24
3.3 Kinematics of Elastic ColliSIONS .........cceeeveeviieriieiieniecieeieecie e 25
3.4 Center-of-Mass Coordinates ..........ceccereereruerienieeienieeienie e se e 27
3.5 Motion Under a Central FOICe ..........ccoceriienieieiiiniieeeeeecee 30

3.5.1 Energy Conservation in a Central Force............occovvvvvenieneeciennnnns 31
3.5.2 Angular Orbital Momentum and the Impact Parameters.............. 32
3.6 Distance of Closest APProach ..........cceecveveerieriereenienieieseeeese e 34
RETEIEINCES ..ottt ettt re et s ebeereeree e 35
Suggested Reading.........cooeeiiiiiieiiiieeeeeeee e 35

PrODIEIMIS.....ooiiieeeee e 35



Contents

L3 (0T <ot o) o NSRRI 37
4.1 TNErOAUCTION ...t 37
4.2 Scattering Cross-SECHION .......c.cevuirieriirieieniieienieetenie e 37
4.3 Energy-Transfer Cross-SeCtion ...........cceevuereeverieeiieneeeenseeeesseseesseeenens 42
4.4 Approximation to the Energy-Transfer Cross-Section ..........c.cceecvennenne 45
REfEIENCES ...ttt 47
Suggested Reading.........cccvevevieiieieniieieiieee e 47
ProbIems.......couieieiieiiee s 47
TOMN STOPPING .ottt st 49
5.1 INrOQUCHION .ottt ettt 49
5.2 The Energy-LoSS ProCeSS......ccovvieriiieieiieieieeiieiesie e 50
5.3 NUCLEAr STOPPING....evieeririeiieiieierieeterie et eeete e eae e eae e esaesseesaenseens 51
5.4 ZBL Nuclear Stopping Cross-SeCtion..........cccevvereeriereeriereesieseeeeeeeenns 54
5.5 EleCtronic StOPPING .....cceerverrerrerieieiireriintenienteneeteieee e stesre e seeneeneeae e 56
5.5.1 High-Energy Electronic Energy Loss.......cccecvvieiinieiinieenenee, 57
5.5.2 Low-Energy Electronic Energy Loss.......ccccecoevieiinieninceenenee, 58
5.6 Stopping Calculations Using SRIM.........ccccceeviiiieriiniieiereeieeeeeeenenns 60
REfEIENCES ...ttt 60
Suggested Reading.........c.ccvvievieiieiieniieierieiene e 60
PrODBICIMS. ..ottt 61
Ion Range and Range Distribution..........cccceeceevueeieiieienieieneeene e 63
6.1 RaNEE CONCEPLS.....eeeieieiietieieeieee ettt ettt st 63
6.2 Range DistribUtioNS.........cevuirieriiieieitceeeeec e 65
6.3 Caleulations ........couerieieieiei e e 67
6.3.1 Range APProXimations .........c.ccceeeververeervesreesvesseeseesseseessessesssensens 67
6.3.2 Projected RaNGE ........cccvevvieieniieieie e 68
6.3.3 Range Straggling.........ccocceeverierienierieieee e 70
6.3.4 Polyatomic Targets .......cc.coceverereenieieeeeneneneneetcneeeeeieeesie s 71
6.4 Range Distributions from SRIM ...........cccooiriiiiiiiniieeeeee e 72
RETEIOINCES ...t 74
Suggested Reading.........cocueveevieriiieniiieieee e 75
PrODICIMS. ... e 75
Displacements and Radiation Damage...........ccceecveriieieniiecienieieneeeeneeenns 77
7.1 INrOQUCHION ..ottt 77
7.2 Radiation Damage and Displacement Energy ..........cccoocevvecinvennnenne 77
7.3 Displacements Produced by a Primary Knock-on ...........ccccccevvennne 79
7.4 Primary Knock-on Atom Damage Energy.........ccccooceveevenieiencenenenne. 82
7.5 Ton Damage ENergy.......cccoecvviiieriieniiiiieeesie ettt 83
7.6 Damage Production Rate and DPA..........cccceviiieniiiieeceeeee 85
7.7 Replacement ColliSion SEQUENCES ........cceervereeeriereerierieeieneeerenieeeeneeenns 86
7.8 SPIKES ...veevieeieiieeieee sttt sttt neenes 86
7.8.1 Mean Free Path and the Displacement Spike .........ccccceccevenccnennine 86

7.8.2 Thermal SPiKe.......cooveiiiieiieieieee et 87



Contents X1

7.9 Damage Distribution from SRIM..........cccoiiriiiiniiieeeee e 89
RETEIEINCES ..ottt eae e sebeeveeree e 91
Suggested Reading........ccooeeiiriiiieniiieiinieeee e 91
PrODIEMS.....ooiiiiiecieeieee e 91

8 CRANNEIING.....c.vioiieiiieieieciieee ettt eseensesseeneas 93

8.1 INtrOAUCHION ...ttt s 93

8.2 General PrinCiples ........oocevieierieieee et 96

8.3 The Maximum Range, Ryyax -« - eeoveeveeeerereenienieeieneeieeneeseeeeenieseeeeeseeens 99

8.4 Dechanneling by Defects ..........cceoueiieieninieniieeiee e, 100
RETEIEINCES ...eevieiiieieeiiece ettt ettt st saae e s 105
PrObBIemS. .. cceviiiiieiieiecet et 106

9 Doping, Diffusion and Defects in Ion-Implanted Si........ccccceeveerinincnnens 107

9.1 Junctions and TranSiStors ...........cccveerreeevieerreerieeieesreesreereesieeereeree e 107
9.1.1 Bipolar TransiStors ........cecueeueeeereeiereeeereesieeie st esee e ee e eeeenees 109
9.1.2 Metal-Oxide-Semiconductor Field-Effect Transistors ............... 110
9.1.3 Complementary Metal Oxide Semiconductor Devices .............. 112

0.2 DIETCES ..ttt st bbb naenns 114
9.2.1 POINt DEfECS ..cuvivieiiieieiiecieeieieeee ettt 114
9.2.2 Native Defects and Shallow Dopants ...........cccceeveevevieeveneennnnne. 114
9.2.3 Deep Level Centers.......cevveieririenienienieseeiesieeieie e 115
9.2.4 LiNe DEfECES ..oovvieiieiieceieeie ettt ettt e 116
9.2.5 Planar Defects .....cc.eevuieiiieiieiieciecie ettt 117
9.2.6 VOIUME DETfeCtS......ccvuiiiiieiiiiieciecie ettt 117

9.3 Fick’s First and Second Law of Diffusion ...........cccceevevieveniineenreennnnn, 118
9.3.1 Diffusion Coefficient ..........ccecerievierieierieienieeeee e 119
9.3.2 Diffusion of Doping Atoms into Si..........cceeveevverirrierieeeerrennene. 119

9.4 Diffusion MechaniSms ............cceeerierieriieiienieeieie et 119
9.4.1 Interstitial MechaniSm..............cccveveeriieiieeie e eeieeeee e 121
9.4.2 Substitutional or Vacancy Mechanism ...........ccccceeveveenrenenennee. 121
9.4.3 Interstitial-Substitutional Mechanism ............cccccoevvevverveiennennen. 121
9.4.4 Interstitialcy and the Kick-Out Mechanism..........ccccceeeenrncenee. 122

9.5 Transient Enhanced Diffusion of Boron ............cccccoecveviiiienieeienreennenn, 122

9.6 Irradiation—Enhanced Diffusion...........ccccceevveeieciinieieneeieseeieeeen, 124
RETEICNCES ...ttt st 125
PrODICIMIS. ...t 126

10 Crystallization and Regrowth of Amorphous Si.........cccocevvieiiiiienieinnnenne 127

10,1 TNtrOAUCHION ...veevvieceieeieeciie ettt et eve et e e ensee e 127

10.2 Epitaxial Growth of Implanted Amorphous Si ..........cccceveevereevennne. 129

10.3 Ion Beam-Induced Enhanced Crystallization.............cccccoeevervrevennenne. 137

10.4 Laser Annealing of Si........cccocveeierircienieieiieieiese e 140

REEIONCES ... ettt 141

&8 (0] 0] (<3 40 TSR 142



xii Contents
11 Si Slicing and Layer Transfer: [on-Cut ...........ccoccevieiiiiniinieeneeeeee, 143
L1.1 INtrodUuCtiON. ..c..cuveuiiiiiiiriiictcictctet ettt 143

11.2 Formation of SOI by the Ion-Cut Process .........ccceevveevveerierieenieennnenn 144

11.3 The Silicon—Hydrogen System ............ccooverierenieninieneeeee e 145

11.4 The Mechanisms Behind the Ion-Cut Process..........cccceccverincnennne 149
11.4.1 The Ton-Cut Depth ........cccoivieriieieiieiee e 149

11.4.2 Microstructure of the Implantation Zone..........c.ccccecvvcveenncnne. 153
RETEICNCES ...t 157

12 Surface Erosion During Implantation: Sputtering ..........c.ccecceveeevvrcennnnen. 159
12.1 TNrOAUCHION ...ttt 159

12.2 Sputtering of Single-Element Targets ........c.cccceeveveeceeniecieneeeeneennn. 159

12.3 Ton Implantation and the Steady State Concentration ....................... 162

12.4 Sputtering of Alloys and Compounds...........ccceeeverivecieniecieneeeeneennn. 164
12.4.1 Preferential SPuttering .........coceeveveeveeirenienenieneneeeeeeeeneene 165

12.4.2 Compositional Changes ...........cccceeeeeriereererieneeeseeeeens 166

12.4.3 Composition Depth Profiles..........ccooovreninininiiiieene 168

12.5 High-Dose Ion Implantation ............cccceevveeeieeiieniencieeneeneeennen. 169

12.6 Concentrations of Implanted Species .........ccoovveeeeviecieniecienieeienieenen, 171
12.6.1 Si Implanted with 45 keV Pt Ions........cccoevvecieniecienenienieeenens 171

12.6.2 Pt Implanted with 45 keV SiIons......ccccocevveveveneniecinincnene. 172

12.6.3 PtSi Implanted with Si......cc.cocvininiiiiiinncccce, 172

12.7 Concentrations in High-Dose Ton Implantation..............ccccceeveruennenn. 173

12.8 Computer SIMUlation ........ccceeeeriiiieieieeeeeie e e 175
REfEIENCES ...t e 176

Suggested Reading..........cceevvevviviieiiniieieie ettt 176

PrODICIMS. ...ttt e 177

13 Ion-Induced Atomic Intermixing at the Interface: lon Beam Mixing....... 179
13.1 INtrOAUCHION. .. .cotiiieieciieie ettt st eneens 179

13.2 Ballistic MIXING ....veeuieiieiieiieiieie ettt s eeens 182
13.2.1 ReCOIl MIXING ..eeveeniiiiiiieiieeiieieet ettt 183

13.2.2 Cascade MIXING ...cceevveerueeiiienieeieeiieenreereesieesaesreeseessnessnes 185

13.3 Thermodynamic Effects in Ion MixXing .........ccccecevereneneneneeeenncnn 187
REfETENCES ..ottt 191

Suggested Reading........c.cceeveiiriieiiinieieeceee e 191

PrODICMIS. ...t 192

14 Application of Ion Implantation Techniques in CMOS Fabrication ......... 193
14.1 INtrodUCtION .....ueiuiiiiiieicicietetete et 193

14.2 Issues During Device ScaliNg .........ccoccvevvieieriieieniieienie e 193
14.2.1 Short-Channel Effects.........ccocoverenennininiiinieeeecen 195

14.2.2 Hot-Electron Effect.........cccccvvevirinineniininncneeeeceee, 197

14.2.3 LatCHUD «.oovveieeiieieeteeeie ettt 198

14.3 Ion Implantation in Advanced CMOS Device Fabrication ............... 199

14.3.1 Retrograde Well Implant ............cccooirieiiniiiinieieeeeee, 202



Contents xiii

15

14.3.2 Punch-Through Stop Implant............ccccoeveininiiniiiieeee 203
14.3.3 Threshold Adjust Implant .............ccoceiieiiiiiiiinieee e 203
14.3.4 Source and Drain Implant..........ccccoeeeeevieenieenieeneenie e, 205
14.3.5 Halo IMPIant .......cccovieieiieieiiceeie ettt 206
14.3.6 Gate Implant...........ccceecveviecienieieneceeeeeee et 207
14.4 Issues of Ion Implantation During Device Scaling.............cccvevuenee. 207
14.4.1 Space Charge Effects ........cceovvieierinieieieceee e 207
14.4.2 Energy Contamination ...........ccceeeeruerreesueseesieseeneeseeseeseeenens 208
14.4.3 Beam Shadowing Effect ...........ccoooeiiiiiiiniinieieeeee 208
14.5 The Role of Ion Implantations in Device Fabrications...................... 208
REEIENCES ...ttt 209
Suggested Reading.........cooveieviiiieniiiieieeceeeeee e 210
ProbBICMS. ..ottt 210
Ion implantation in CMOS Technology: Machine Challenges ................. 213
15.1 INtrOAUCHION ...t 213
15.2 Implanters used in CMOS Processing .........cccecevereenerieneneenenenn 214
15.2.1 Beamline ArchiteCtures..........cooeveerierienienienienceiencere e 215
15.2.2 Other SUDSYSEIMS......ccveeiieiieierieeieieetereeeebe e ee e see e 221
15.3 Low Energy Productivity: Beam Transport............ccooevcverierreiennnenn. 223
15.3.1 Space Charge Neutralization..............cceeveeeeerieecieneneesennennens 224
15.3.2 Decel Implantation...........ccveceereeienieniesieeieie e 224
15.3.3 Molecular Implantation.............ccecereeeenieieneeieseee e 226
15.4 Low Energy Productivity: Beam Utilization ...........ccccceceeverienennnne. 226
15.4.1 Beam UtiliZation .......cceevuivieriinieieneeieieceiee e 227
15.4.2 Implanters Commercialized in the Past 35 Years................... 230
15.5 ANLe CONIOL.....ccuiiieiieiieiieieie ettt 232
15.5.1 Impact of Beam Steering Errors on Device Performance..... 232
15.5.2 Impact of Endstation Design and Beam Scan Mechanism..... 234
15.6 Conclusions and the Future of lon Implantation in Semiconductors 236
RETEICNCES ... ettt 237
Appendix A: Table of the Elements..........ccccooveveenivineenieiieeeenen. 239
Appendix B: Physical Constants, Conversions, and Useful
COMDINALIONS ....evvenieiieiieteite sttt 255



1 General Features and Fundamental Concepts

1.1 Introduction

Ion beam processing of materials results from the introduction of atoms into the
surface layer of a solid substrate by bombardment of the solid with ions in the
electron-volt to mega-electron-volt energy range. The solid-state aspects are
particularly broad because of the range of physical properties that are sensitive to
the presence of a trace amount of foreign atoms. Mechanical, electrical, optical,
magnetic, and superconducting properties all are affected by, and indeed may even
be dominated by, the presence of such foreign atoms. The use of energetic ions
affords the possibility of introducing a wide range of atomic species, independent
of thermodynamic factors, thus making it possible to obtain impurity concen-
trations and distributions of particular interest; in many cases, these distributions
would not otherwise be attainable.

Recent interest in ion beam processing has focused on studies of ion implantation,
ion beam mixing, ion-induced phase transformations, and ion beam deposition.
These interests have been stimulated by the possibilities of synthesizing novel
materials with potential applications in the semiconductor, tribological, corrosion,
and optical fields.

Ion beam processing provides an alternative and non-equilibrium method of
introducing dopant atoms into the lattice. In typical applications, a beam of dopant
ions is accelerated through a potential of 10-100kV. The implantation system
shown in Fig. 1.1 illustrates the basic elements required in this technique: ion source,
acceleration column, mass-separator, and target chamber. With different types of ion
sources available, a wide variety of beams may be produced with sufficient intensity
for implantation purposes for integrated circuit technology; 10"*~10" ions cm™ (less
than a ‘monolayer’; see Sect. 1.4) is a representative ion dose. lon dose is defined as
the number of ions cm™ implanted into the sample. Alternatively, the term fluence is
used instead of dose. The ion beam current density is expressed in units of A cm™.

. . . . . -1 2
The dose rate or flux is given in units of ions s~ cm .
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Fig. 1.1. Schematic drawing of an ion implantation system. A mass-separating magnet is
used to select the ion species (elements and isotopes) of interest. Beam-sweeping facilities
are required for large-area uniform implantations

1.2 Range Distributions

One of the most important considerations in any description of ion-solid
interactions is the depth (range) distribution of the implanted ions. A large amount
of experimental and theoretical work has been devoted to the task of under-
standing the energy-loss processes that govern the range distribution, and it is now
possible to predict fairly accurately most of the factors involved. For example, a
typical range distribution in an amorphous substrate from monoenergetic ions at
moderate ion doses is approximately Gaussian in shape and may therefore be
characterized by a projected range, R, and a straggling, AR, about this mean
value, as depicted in Fig. 1.2. The notation uses Z and M for atomic number and
atomic mass, respectively, with subscript 1 denoting the incident ions (Z;, M;) and
subscript 2 denoting the ion-bombarded sample (or target). By convention, the
energy of the incident ion is denoted by E, or by E without a subscript.
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E Substrate
lon Beam e——p

Z1’M1 ZZ'M2

(@) My <M, (b) My>M,

Concentration
Concentration

Depth Depth

Fig. 1.2. The depth distribution of implanted atoms in an amorphous target for the cases in
which the ion mass is (a) less than the mass of the substrate atoms or (b) greater than the
mass of the substrate atoms. To a first approximation, the mean depth, R;,, depends on ion
mass, M;, and incident energy, E, whereas the relative width, AR/R,, of the distribution
depends primarily on the ratio between ion mass and the mass of the substrate ion, M,

1.3 Lattice Disorder

Lattice disorder and radiation-damage effects are produced in the substrate by the
incident ion. As an implanted ion slows down and comes to rest, it has many
violent collisions with lattice atoms, displacing them from their lattice sites. These
displaced atoms can in turn displace others, and the net result is the production of
a highly disordered region around the path of the ion, as shown schematically in
Fig. 1.3 for the case of a heavy implanted atom at typically 10-100 keV. At
sufficiently high doses, these individual disordered regions may overlap, and an
amorphous or metastable crystalline layer may form.

Figure 1.4 shows the schematic atomic arrangement for a crystalline solid (a) and
an amorphous solid (b). A crystalline solid has long-range atomic order; an
amorphous solid has short-range order (the order among the nearest neighbors) but
no long-range order. In a single-crystal, the entire sample is composed of atoms
placed on well-defined planes and rows. Figure 1.5a shows a side view of a single-
crystal, in which the planes of atoms are depicted by parallel pairs of lines. A
polycrystalline sample is made of small single-crystal regions called crystallites,
the planes and atomic rows of which are misaligned with respect to those in
neighboring crystallites. A polycrystalline layer on a single-crystal substrate is
shown in Fig. 1.5b.
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Low Dose: High Dose:
Individual Regions Amorphous Layer
— 7D
— D
— 7D

Fig. 1.3. A schematic representation of the disorder produced in room-temperature
implantations of heavy ions at energies of 10-100 keV. At low doses, the highly disordered
regions around the tracks of the ions are spatially separated from each other. The volume of
the disordered region is determined primarily by the stopping point of the ion and the range
of the displaced lattice atoms (dashed arrows). At high doses, the disordered regions can
overlap to form an amorphous layer

Fig. 1.4. Schematic atomic arrangement of (a) a crystalline solid and (b) an amorphous
solid
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Fig. 1.5. Schematic representation for (a) a single-crystal with crystallographic planes
perpendicular to the surface and (b) a polycrystalline layer on a single-crystal

1.4 Atomic and Planar Densities

To understand the description of ion implantation and ion doses, one must know
the atomic density interplanar distance between planes and the number of
atoms cm™> on a given plane. In cubic systems with an atomic density of N
atoms cm, the crystal lattice parameter, ac, is given by

: 1/3
11
o = (atoms/umt ce j ’ (1

N

where, for systems with one atom per lattice point, there are four atoms per unit
cell for a face-centered-cubic lattice (Al, Ag, Au, Pd, Pt) and there are eight for
the common semiconductors germanium (Ge) and silicon (Si), which have the
diamond cubic structure. Aluminum has an atomic density of 6.02 x 107
atoms cm_3, so that the lattice parameter is

1/3
4 -
a,=| ———5| =405x10"cm. (1.2)
6.02x10
The atomic volume can be calculated without the use of crystallography. The
atomic density N of atoms cm™ is given by

N
N="2p, 1.3
2P (1.3)
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where N, is Avogadro’s number, p is the mass density in gcm™, and A is the
atomic mass number. Taking Al as an example, where pis 2.7 g cm™ and A is 27,
the atomic density is N = (6.02 x 10% x 2.70)/27 = 6.02 x 10** atoms cm . The
semiconductors Ge and Si have atomic densities of about 4.4 x 10** and 5.0 x 10*
atoms cm°, respectively. Metals such as Co, Ni, and Cu have densities of about
9 x 10** atoms cm™. The volume £2,, occupied by an atom is given by

0, = (1.4)

1
N
with a typical value of 20 x 10* cm’.

The average areal density of a monolayer, N, atoms cm_z, also can be estimated

without the use of crystallography by taking the atomic density N to the 2/3
power.

N, =N*3, (1.5)

Equation (1.5) gives the average areal density of one monolayer for a material
with an atomic density N.

1.5 Energy and Particles

In the SI (or MKS) system of units, the joule (J) is a unit of energy, but the
electron-volt (eV) is the traditional unit used in ion—solid interactions: we can
define 1 eV as the kinetic energy gained by an electron accelerated through a
potential difference of 1 V. The charge on the electron is 1.602x 107" C, and a
joule is a Coulomb-volt, so that the relationship between these units is given by

leV=1.602x107"717. (1.6)

Commonly used multiples of the electron-volt are the kilo-electron-volt (10° eV)
and mega-electron-volt (10 eV).

In ion—solid interactions it is convenient to use cgs units rather than SI units in
relations involving the charge on the electron. The usefulness of cgs units is clear
when considering the Coulomb force between two charged particles with Z; and
Z, units of electronic charge separated by a distance r
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Z,2,e%k
F=2220 T (1.7)
;

where the Coulomb law constant k. = V4 Tt&, = 8.988 x 10° m F™" in the SI system

(where 1 F=1 A's V') and is equal to unity in the cgs system.
The conversion factor follows from:

ek, =(1.6x107? C)* x8.988 x10° mF ' =2.3x10* C* mF .

The conversions 1 C=1Asand 1 J=1 CV lead to the units of the farad:
IF=1AsV,
so that

10°Jom ~_ 10%®
1.6x107"71ev"y 1.6

1ICPmF!'=1C*Vm(As) '=1Jm=10°Jnm =

and

ezkC =231x108 C?>mF ' = 21'—3616Vnm =1.44eV nm.

In this book we will follow the cgs units for % with k. =1, so that

e’ =1.44¢eV nm. (1.8)

Each nucleus is characterized by a definite atomic number Z and mass number
A; for clarity, we use the symbol M to denote the atomic mass in kinematic
equations. The atomic number Z is the number of protons, and hence the number
of electrons, in the neutral atom; it reflects the atomic properties of the atom. The
mass number gives the number of nucleons (protons and neutrons); isotopes are
nuclei (often called nuclides) with the same Z and different A. The current practice
is to represent each nucleus by the chemical name with the mass number as a
superscript, e.g., '*C. The chemical atomic weight (or atomic mass) of elements as
listed in the periodic table gives the average mass, i.e., the average of the stable
isotopes weighted by their abundance. Carbon, for example, has an atomic weight
of 12.011, which reflects the 1.1% abundance of Bc.

The masses of particles may be expressed as given in Table 1.1 in terms of
energy through the Finstein relation

E=McJ, (1.9



8 1 General Features and Fundamental Concepts

Table 1.1. Mass energies of particles and light nuclei

Particle Symbol Atomic mass Mass (107 kg) Mass energy
(n) MeV)

Electron eore’ 0.000549 9.1095x 107 0.511

Proton por 'H 1.007276 1.6726 938.3

Atomic mass unit u 1.00000 1.6606 931.7

(amu)

Neutron n 1.008665 1.6747 939.6

Deuteron D or ?H* 2.01410 3.3429 1875.6

Alpha oor *He**  4.00260 6.6435 3727.4

which associates 1 J of energy with 1/c* of mass, where c is the velocity of light,
c=2.998 x 10* ms™". The mass of an electron, me, is 9.11 X 107 kg, which is
equivalent to an energy

E=(9.11x10""kg)(2.998 x10* ms™)? =8.188x107'*J
—0.511MeV. (1.10)

The Einstein relation is also useful when calculating the velocity, v, of an ion of

mass M and energy E,
1/2 1/2
vz(z—Ej =c[ 2E2j . (1.11)
M Mc

For example, the velocity of a 2 MeV “He ion is

2x2%x10%(eV)

v=3x10°ms™ | Z————
3,727x10°(eV)

1/2
J =9.8x10°ms™.

1.6 The Bohr Velocity and Radius

The Bohr atom provides useful relations for simple estimates of atomic
parameters. The Bohr radius is defined as the distance of the ground state electron
from the nucleus in a hydrogen atom. The Bohr radius of the hydrogen atom is
given by
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2

ay =—— =0.5292x10"* cm = 0.05292nm (1.12)

mee

and the Bohr velocity of the electron in this orbit is

2
h =% —2188x10%cm s, (1.13)

Vo =
medyg

where 7 = h/ 2z with Planck’s constant 7 =4.136 x 107" eV s. For comparison
with the Bohr radius, the radius of a nucleus is given by the empirical formula

R=RyA"?, (1.14)

where A is the mass number and R, is a constant equal to 1.4 x 107" cm. The
nuclear radius is about four orders of magnitude smaller than the Bohr radius.
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Problems

1.1 Aluminum is a face-centered-cubic with a mass density of 2.70 g cm™
(a) Calculate the atomic density using (1.3)
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1.2

1.3

1.4

1.5

(b) Calculate the average areal density using (1.5)

(c) What is the atomic volume?

For the canonical value of 10" atoms cm™ in a monolayer on a cubic

crystal, estimate

(a) The bulk density

(b) The volume (2, occupied by an atom

Nickel is a face-centered-cubic metal with an atomic density of 9.14 x
10* atoms cm ™, an atomic weight of 8.7, and density of 8.91 g cm™

(a) What is the lattice parameter, a., and the atomic volume, £2,?

Silicon has a diamond cubic lattice structure with an atomic density of
5 x 10** atoms cm™, an atomic weight of 28.09 and a density of 2.33 g cm™
(a) What are silicon’s lattice parameter and atomic volume, £2,?

Calculate the energy in eV of a proton moving at the Bohr velocity. What
is the velocity of a 35 keV A s ion?



2 Particle Interactions

2.1 Introduction

The manner in which the potential energy of a two-particle system varies with the
distance separating the two centers determines both the equilibrium properties of
an assembly of atoms and the way that energetic particles interact with a lattice of
stationary atoms. The scattering probability of an ion—atom collision is intimately
related to the interaction forces between atoms.

2.2 Interatomic Forces

We start our discussion with the concept that atoms are comprised of a central nu-
cleus and orbital electrons, and we consider the forces when one atom interacts
with another atom. The nucleus is effectively a solid body of diameter ~107'* cm
with a positive charge, Z, which is dependent on the number of protons present. If
there were no orbital electrons, the force between two nuclei separated by a dis-
tance » would be Coulombic, of the form

7. 7,e%
F(ry=""2", (2.1
r

where Z; and Z, are the numbers of protons contained in the nucleus, and
¢’ =1.44 eV nm (1.8).

For most purposes, the force between two atoms is expressed in terms of an
interatomic potential, which depends primarily on the separation, r, between the
atoms or other charged particles. If the dependence of the potential on other coor-
dinates is neglected (central force approximation), then the force, F(r), and the
potential, V(r), are related by

d
F(ry=-

r

V(. (2:2)

11
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The restriction to r-dependence is usually a good approximation. Throughout
this text, the variable » will define the separation distance between two interacting
particles. The pairs might be atom—atom, electron—atom, electron—electron, ion—
atom, etc.

The potential energy, or binding energy, of a single atom is the work done in
bringing all components of the atom from infinity to their equilibrium positions in
the atom. The simplest example is the semiclassical picture of the hydrogen atom.
Thus, if an electron or charge, e, is brought from infinity to a distance » from the
center of a proton under the attractive Coulomb field, the (negative) potential
energy would be

2
V=] (;j dr =~ /r). 2.3)

2.3 Short- and Long-Range Interatomic Forces

There are different types of forces that make up the interaction between two atoms
over a large range of separation. Both experimental phenomena and theoretical
considerations suggest that the forces can be categorized as short- and long-range
forces.

The nature of the long-range force depends on whether the system consists of
neutral atoms, charged ions, or a combination of the two. The force of greatest
magnitude at large separations is the Coulomb electrostatic interaction between
two charged ions, assumed to be point charges. The Coulomb potential is obtained
by applying (2.2) to (2.1) to give

[lezezj
V() =—| 222 2.4)

r

where Zie and Zye are the charges of the ions. From (2.2) we see that the force
F(r) for a given central force field is expressed in terms of the interaction potential

by

V.(r) =j :J F(r)dr. (2.5)

If one or both of the particles are neutral, this Coulomb force is zero in the two-
body approximation, and the long-range interaction is greatly reduced.

As two atoms approach each other, some degree of merging of the particles
occurs. As the particles merge, the electron orbits from the electrons of each
atom begin to overlap, and a limitation in the occupation of available electron
states arises due to the Pauli Exclusion Principle. Under such circumstances, the
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quantum mechanically derived short-range forces begin to govern the interaction
potential, and the simple picture presented by the long-range Coulombic potential
is no longer valid.

2.4 Interatomic Forces in Solids

In many applications involving the use of interatomic potentials in physics and
materials science, it is not necessary to know the precise form of the force field
between the interacting particles. Even if the exact functional form of the potential
energy were known, its mathematical complexity would restrict it from being used
in simple analytical work, finding utility only in detailed computer calculations.
Empirical atomic interactions are based on a simple analytical model, which pro-
vides a mathematically tractable, analytical expression for the pairwise interaction
between two atoms or ions.

A useful potential in modeling the condensed states of solids or liquids is the
Lennard-Jones potential

Pq 1{r ’ L({r 1
Vir)=—"-AE|—| = | ——| — R (2.6)
pP—9q p\r q\r

where 7y is the equilibrium interatomic separation between nearest neighbors (and
is typically of the order of 107 cm), AE = ¥(ry), and p and g are fitting constants.

Figure 2.1a schematically shows the potential energy diagram for a solid. While
the exact features of this curve are model-dependent, the general shape and trends
are universal for all materials. The minimum energy in this curve corresponds to
the most stable configuration for atom spacing and represents the maximum en-
ergy that must be applied to pull an atom free from the crystal, i.e., the cohesive
energy of the solid. The distance ry, which is located at the minimum in the en-
ergy curve, corresponds to the equilibrium distance between atom near neighbors.
The fact that such an equilibrium distance exists implies that the potential energy of
the system possesses a minimum, at which point there are no net forces on the at-
oms. As Fig. 2.1 shows, any departure from r, that represents a decrease or in-
crease in the spacing between atoms away from the equilibrium spacing results in an
increase in the energy of the material (less negative) and makes the material less
stable.

An alternative way to look at Fig. 2.1a is to recall that —dV/dr = F, where F is
the force relationship between the atoms in the crystal. Note that under this con-
vention, a positive force results when dr is negative, and a negative force results
when dr is positive, which is opposite to the stress convention applied in materials
science. We plot F'=dV/dr in Fig. 2.1b to maintain the stress convention, wherein
increasing the distance between atoms produces a positive restoring force,
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Fig. 2.1. (a) Interatomic potential function, V(r), plotted against interatomic distance, 7. (b)
Interatomic force plotted as a function of r. (¢) A schematic showing the force neighboring
atoms experience as a function of separation (Tu et al. 1992)

and compressing the spacing produces a repulsive force. This data shows that
there are no forces acting on atoms at a spacing of ry. (The directions of the forces
that an atom near the minimum experiences due to a neighboring atom located at
r=0 are indicated in Fig. 2.1c.) If the atoms are displaced toward each other, a re-
pulsive force acts to increase the interatomic distance back to ry. On the other
hand, if the distance between atoms is increased, an attractive force acts to de-
crease the interatomic distance.

For crystalline solids, the equilibrium interatomic distance, ry, can be estimated
from knowledge of lattice site separation distances and is typically expressed as
some fraction of the lattice parameter a.. Aluminum forms a face-centered-cubic
(fcc) lattice, with lattice parameter a. = 0.405 nm. Since the densest packing direc-
tion is along the face diagonal, i.e., along the (110) direction, the equilibrium
interatomic distance in Al is /2 Zac/ 2=0.29nm. We can also calculate the distance
approximately from the atomic volume €2,, where €2, is the reciprocal of the atomic
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density N in atoms cm ™ (£2, = UN; Q, = a”/4 for fcc lattices). The equilibrium dis-
tance 7, = 2"’ =0.26 nm in this approximation.

2.5 Energetic Collisions of Atoms and lons
and the Screened Coulomb Potential

We now pass from the interactions between those atoms in equilibrium to the in-
teractions between particles whose energies and velocities exceed that of thermal
motion. This brings us to the range of interatomic forces at distances less than the
equilibrium distance, ry, in solids. The interaction distance, r, during the collision
will depend on the relative energy of the collision. Consequently, some amount of
closed-shell interpenetration and overlap will occur, which, in turn, will lead to
considerable modification of the particle wave function at the moment of impact.
Clearly, knowledge of the interatomic potential at small separations is crucial to
the solution of problems involving ion—solid interactions and radiation damage in
solids. The manner in which the potential energy of a two-particle system varies
with the distance separating the two centers determines both the equilibrium prop-
erties of an assembly of atoms and the way that energetic particles interact with a
lattice of stationary atoms. In the area of ion—solid interactions, knowledge of the
potential energy function is necessary to determine the rate at which energetic ions
lose energy as they penetrate a solid.

As an introduction to the problem of the interaction of an energetic ion with at-
oms in a solid, we first consider the limits of the collision. Consider two atoms
with masses M; and M, and atomic numbers Z; and Z,, respectively, separated by
a distance r. The force is best described by a potential energy, V(r), which arises
from many-body interactions involving the electrons and the nuclei.

There are two useful reference points in the scale of separation. The first is
the Bohr radius of the hydrogen atom, ay = 0.053 nm, which gives an indication
of the extent of the atomic electron shells. The second is 7y, the spacing between
neighboring atoms in the crystal (typically 0.25 nm). For the extreme condition,
where r>>ry, the electrons populate the energy levels of the individual atoms,
and, from the Pauli exclusion principle, there is a maximum number that can
occupy any set of levels. The lowest levels, corresponding to the inner closed-
shells, all will be occupied, and there will only be empty levels in the outer va-
lence shells. As two atoms are brought together, the valence shells will begin to
overlap, and there may be attractive interactions of the type that form bonds.
Under these conditions the Lennard-Jones potential reasonably approximates the
atomic interaction.

At the other extreme, when r<<a,, the nuclei become the closest pair of charged
particles in the system, and their Coulomb potential dominates all other terms in
V(r). Then

2
ZZ
V(r)= 17265 2.7)
r
where ¢* = 1.44 eV nm.
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However, at intermediate distances, when ay <r <r,, a positive potential en-
ergy of interaction results in a repulsive force between the two atoms. The main
contributions to this potential are: (1) the electrostatic repulsion between the posi-
tively charged nuclei, and (2) the increase in energy required to maintain the elec-
trons of nearby atoms in the same region of space without violating the Pauli
exclusion principle. Since no two electrons can occupy the same position, over-
lapping of electrons from two atoms must be accompanied by promotion of some
of the electrons to higher, unoccupied levels of the atomic structure. The energy
required for this process increases as the atoms approach each other, because a
large number of the orbital electrons become affected. Thus, for intermediate dis-
tances, there is a reduction of the Coulomb potential because of the electrostatic
screening of the nuclear charges by the space charge of the innermost electron
shells. One then refers to a screened Coulomb potential. This potential is given by

2

x(), (2.8)

Z.7Z
iy =21 2€

7

where y(r) is the screening function and is defined as the ratio of the actual atomic
potential, at some radius 7, to the Coulomb potential.

In ideal circumstances, y(r) properly moderates the Coulomb potential to de-
scribe the interaction between ions and atoms at all separation distances. For large
distances, y(r) should tend to zero, while for very small distances, y(») should tend
to unity. Such features allow a single interatomic potential energy function, (2.8),
to describe the entire collision process.

2.6 Screening Functions

In the relatively low-velocity collision regime of most ion—solid interactions used
in ion implantation and other ion surface modification experiments, the typical
ion—atom distance of closest approach falls in the regime of ay < r <r, so that the
nuclear charge is screened by the electrons. The development of a screening func-
tion requires a model of the atom as a starting point. The simplest atomic models
are statistical models that allow straight forward calculation of the charge distribu-
tion of the colliding atoms. The charge distributions obtained from classical mod-
els developed by Thomas—Fermi, Bohr, Lenz—Jensen, and Moliere scale simply
with atomic number and do not include any shell structure information.

Simple mathematical expressions have been developed for the Thomas—Fermi,
Bohr, Lenz—Jensen, and Moliere screening functions. Several forms exist for the
Thomas—Fermi model. The earliest and best known of these is the Sommerfeld
asymptotic form,
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-3.886

, 0.772
x(r)=491+ (122,3j . (2.9)

Lindhard and coworkers proposed two somewhat simpler and more approximative
Thomas—Fermi screening functions given by

x(r) =1—(3+:2)1/2 (2.10)
and
7(r)=1-1/2r. (2.11)

The Moliere form of the screening function is composed of three exponentials:
x(r) ="Tpexp(—qr) +11pexp(—4qr) + 2 pexp(-20gr). (2.12)

The screening function for a Bohr atom with x = r/arg is

IBohr ()C) = exp(—x), (213)
and the screening function for a Lenz—Jensen atom is

213 (r) = [0.7466 exp(~1.038)] + [0.2433 exp(~0.3876,)]
+[0.01018 exp(—0.2061)]. (2.14)

While classical models can be used to provide basic insight into screened intera-
tomic potentials, the use of quantum mechanically derived charge distributions
based on the Hartree—Fock atomic model create significant changes in the details
of the interaction potential. In an attempt to find an analytic function that accu-
rately predicts the interatomic potential between atoms, Ziegler, Biersack, and
Littmark (ZBL; 1985) extended an earlier study made by Wilson et al. (1977), per-
forming detailed calculations of solid-state interatomic potentials for 261 atom
pairs. The details of the calculations can be found in Ziegler et al. (1985). The cal-
culated total interaction potential was used together with the screening function,
(2.8), to produce the universal screening function

Xy = 0.1818exp(—3.2x) + 0.5099 exp(—0.9423x)
+0.2802 exp(—0.4028x) + 0.02817 exp(—0.2016), (2.15)



