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Preface

Intelligent Decision Technologies (IDT) seeks an interchange of research on intelligent 
systems and intelligent technologies which enhance or improve decision making in  
industry, government and academia. The focus is interdisciplinary in nature, and in-
cludes research on all aspects of intelligent decision technologies, from fundamental 
development to the applied system.  

The field of intelligent systems is expanding rapidly due, in part, to advances in 
Artificial Intelligence and environments that can deliver the technology when and 
where it is needed. One of the most successful areas for advances has been intelli-
gent decision making and related applications.  Intelligent decision systems are 
based upon research in intelligent agents, fuzzy logic, multi-agent systems, artificial 
neural networks, and genetic algorithms, among others.  Applications of intelli-
gence-assisted decision making can be found in management, international business, 
finance, accounting, marketing, healthcare, medical and diagnostic systems, military 
decisions, production and operation, networks, traffic management, crisis response, 
human-machine interfaces, financial and stock market monitoring and prediction, 
and robotics.  Some areas such as virtual decision environments, social networking, 
3D human-machine interfaces, cognitive interfaces, collaborative systems, intelli-
gent web mining, e-commerce, e-learning, e-business, bioinformatics, evolvable sys-
tems, virtual humans, and designer drugs are just beginning to emerge. 

In this volume we publish the research of scholars from the Third KES Interna-
tional Symposium on Intelligent Decision Technologies (KES IDT’11), hosted 
and organized by the University of Piraeus, Greece, in conjunction with KES In-
ternational.  The book contains chapters based on papers selected from a large 
number of submissions for consideration for the symposium from the international 
community.  Each paper was double-blind, peer-reviewed by at least two inde-
pendent referees.  The best papers were accepted based on recommendations of 
the reviewers and after required revisions had been undertaken by the authors.  
The final publication represents the current leading thought in intelligent decision 
technologies. 

We wish to express our sincere gratitude to the plenary speakers, invited ses-
sion chairs, delegates from all over the world, the authors of various chapters and 
reviewers for their outstanding contributions. We express our sincere thanks to the 
University of Piraeus for their sponsorship and support of the symposium. We 
thank the International Programme Committee for their support and assistance.  
We would like to thank Peter Cushion of KES International for his help with  



VI Preface 

organizational issues. We thank the editorial team of Springer-Verlag for their 
support in production of this volume. We sincerely thank the Local Organizing 
Committee, Professors Maria Virvou and George Tsihrintzis, and students at the 
University of Piraeus for their invaluable assistance.   

We hope and believe that this volume will contribute to ideas for novel research 
and advancement in intelligent decision technologies for researchers, practitioners, 
professors and research students who are interested in knowledge-based and intel-
ligent engineering systems.  

Piraeus, Greece                 Junzo Watada 
20–22 July 2011                   Gloria Phillips-Wren 

Lakhmi C. Jain 
Robert J. Howlett
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8 An Improved EMD Online Learning-Based Model for Gold
Market Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Shifei Zhou, Kin Keung Lai



VIII Contents

9 Applying Kansei Engineering to Decision Making in Fragrance
Form Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Chun-Chun Wei, Min-Yuan Ma, Yang-Cheng Lin

10 Biomass Estimation for an Anaerobic Bioprocess Using Interval
Observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Elena M. Bunciu

11 Building Multi-Attribute Decision Model Based on Kansei
Information in Environment with Hybrid Uncertainty . . . . . . . . . . . 103
Junzo Watada, Nureize Arbaiy

12 Building on the Synergy of Machine and Human Reasoning to
Tackle Data-Intensive Collaboration and Decision Making . . . . . . . . 113
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29 Robotics Application within Bioengineering: Neuroprosthesis
Test Bench and Model Based Neural Control for a Robotic Leg . . . . 283
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A Combinational Disruption Recovery Model for 
Vehicle Routing Problem with Time Windows 

Xuping Wang, Junhu Ruan, Hongyan Shang, and Chao Ma * 

Abstract. A method of transforming various delivery disruptions into new cus-
tomer-adding disruption is developed. The optimal starting time of delivery vehi-
cles is analyzed and determined, which provides a new rescue strategy (starting 
later policy) for disrupted VRPTW. Then the paper considers synthetically  
customer service time, driving paths and total delivery costs to put forward a com-
binational disruption recovery model for VRPTW. Finally, in computational ex-
periments, Nested Partition Method is applied to verify the effectiveness of the 
proposed model, as well as the strategy and the algorithm. 

Keywords: VRPTW, combinational disruption, disruption management, rescue 
strategies, nested partition method. 

1   Introduction 

There are various unexpected disruption events encountered in the delivery proc-
ess, such as vehicles break down, cargoes damage, the changes of customers’ ser-
vice time, delivery addresses and demands. These disruption events, which often 
make actual delivery operations deviate from intended plans, may bring negative 
effects on the delivery system. It is necessary to develop satisfactory recovery 
plans quickly for minimizing the negative effects of disruption events. 

Vehicle routing problem (VRP), initially proposed by Dantzig and Ramser (1959), 
is an abstraction of the vehicle scheduling problem in real-world delivery systems. A 
variety of solutions for VRP have been put forward (Burak et al 2009), and a few re-
searchers took delivery disruptions into account. Li et al (2009a, 2009b) proposed a 
vehicle rescheduling problem (VRSP), trying to solve the problem vehicle break-
down disruption. The thought of disruption management, which aims at minimizing 
the deviation of actual operations from intended plans with minimum costs, provides 
an effective idea to deal with unpredictable events (Jeans et al 2001). Several re-
searchers have introduced the thought into logistics delivery field. Wang et al (2007) 
developed a disruption recovery model for the vehicle breakdown problem of 
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VRPTW and proposed two rescue strategies: adding vehicles policy and neighboring 
rescue policy. Wang et al (2009a) built a multi-objective VRPTW disruption recov-
ery model, studied the VRP disruption recovery model with fuzzy time windows 
(2009b), and carried out a further study on the vehicle breakdown disruption (2010). 
Mu et al (2010) developed Tabu Search algorithms to solve the disrupted VRP with 
vehicle breakdown disruption. Ding et al (2010) considered human behaviors to con-
struct a disruption management model for delivery delay problem.  

Existing literatures have produced effective solutions for disrupted VRP with 
some certain disruption event, but the existing models and algorithms can handle 
only a certain type of uncertainty. It is difficult to solve actual vehicle routing 
problems with the reality that various disruption events often occur successively 
or even simultaneously. The purpose of the paper is to develop a common disrup-
tion recovery model for VRPTW, which may handle a variety and a combination 
of disruption events. Meanwhile, existing models for disrupted VRP did not con-
sider the optimal starting time of delivery vehicles. Vehicles may arrive at deliv-
ery addresses early, but they can not serve until customers’ earliest service time. If 
the starting time is optimized for each vehicle, waiting costs may be reduced and a 
new rescue strategy may be provided for some disruption evens.  

The paper is organized as follows. A transformation method of delivery disrup-
tion events is developed in Section 2. Section 3 determines vehicles’ optimal start-
ing time from the depot. Section 4 builds a combinational disruption recovery 
model for VRPTW. In Section 5, computational experiments are given to verify 
the effectiveness of the proposed model. Conclusions are drawn in Section 6. 

2   A Transformation Method of Delivery Disruption Events  

2.1   Preview of VRPTW 

The original VRPTW studied in the paper is as follows. One depot has K delivery 
vehicles with the same limited capacity. A set of customers N should all be visited 
once in requested time intervals. Each vehicle should leave from and return to the 
central depot. The target is to determine the delivery plan with the shortest total 
delivery distance. Notations used in the following are defined in Table 1. 

Table 1 Notations for original VRPTW 

Notations Meanings 
N: A set of customers, N={1,2,…,n} 
N0: A set of customers and the depot, N0= {0}∪N 
K: The total number of vehicles 
Q: The limited capacity of each vehicle 
cij: The distance between node i and j,   i, j ∈N0 
tij: The travel time between node i and j,   i, j ∈N0 
di: The demand of node i,  d0 = 0 
seri The service time at node i 
qijk : The available capability of vehicle k between node i and node j 
xijk : A binary variable; xijk =1 mens vehicle k travels from node i to node j; otherwise xijk =0  
uik : A binary variable; uik =1 means that customer i is served by vehicle k; otherwise uik =0 
Rstai : The starting service time for customer i 
[stai,endi]: The time window of customer i; stai, earliest service time, endi, latest service time 
M: A large positive number 
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The mathematical model of above VRPTW is: 

0 0

1 0 0 ,

m in
N NK

ij ijk
k i j j i

c x
= = = ≠
∑ ∑ ∑

                                                                                
 (1) 

  . .s t   

0{0,1} , , {1,..., }ijkx i j N k K= ∈ ∈
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1 , {1,..., }
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ik
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u i N k K
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1 1
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k k
k k

u u K k K
= =
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0
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l i l j i j
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= = ∈ ∈∑ ∑   (6) 

0 0

0
1 1

0 {1,..., }
N N

i ik jk
i j

d u q k K
= =
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 (7) 

0, , {1,..., }ijk ijkq Q x i j N k K≤ × ∈ ∈   (8) 

(1 ) , , {1,..., }j i i ij ijkRsta Rsta ser t x M i j N k K≥ + + − − × ∈ ∈    (9) 

i i ista Rsta end i N≤ ≤ ∈  (10) 

where the objective function (1) is to minimize total delivery distance; constraint 
(4) ensures each customer is served only once by one of the vehicles; (5) ensures 
each vehicle should leave from and return to the depot; (6) represents the vehicle 
which arrives at customer i should leave from customer i; (7) and (8) represent any 
vehicle shouldn’t load more than its limited capability. 

2.2   Delivery Disruption Events Transformation 

In order to develop a combinational disruption recovery model for VRPTW, the 
paper tries to transform different disruption events (involving the changes of cus-
tomers’ requests) into new customer-adding disruption event.  

(1) Change of time windows 
Assuming that the service time of customer i is requested earlier, its original 

time window [stai, endi] will become [stai-△t, endi-△t] where △t is a positive 
number. If △t is so small that the vehicle k planned to serve customer i can 
squeeze out some extra time longer than △t by speeding up, the request will be ig-
nored.  If △t is large and vehicle k can’t squeeze out enough time, the request will 
be regarded as a disruption and customer i will be transformed into a new cus-
tomer i' with time window [stai-△t, endi-△t].   

Assuming that the service time of customer i is requested later, its time window 
[stai, endi] will be [stai+△t, endi+△t]. If △t is relatively small and vehicle k can 
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wait for the extra time at customer i with the precondition that it will bring no ef-
fects on remaining delivery tasks, the request will be ignored and no disruption is 
brought to the original plan. If △t is large and vehicle k can’t wait for customer i, 
the request will be regarded as a disruption and customer i will be transformed in-
to a new customer i' with time window [stai+△t, endi+△t].  

(2) Change of delivery addresses 
If delivery addresses change, the original plan can’t deal with the changes 

which will be regarded as disruptions. For example, the delivery coordinate (Xi,Yi) 
of customer i is changed into (Xi’,Yi’), customer i will be transformed into a new 
customer i' with delivery coordinate (Xi’,Yi’). 

(3) Change of demands 
Changes of customers’ demands include demand reduction and demand in-

crease. The demand reduction of some customer won’t bring disruptions on the 
original delivery plan. Vehicles can deliver according to their planed routing, so 
the demand reduction isn’t considered as a disruption in the paper. 

Whether the demand increase of customer i will be regarded as a disruption de-
pends on the occurrence time t and the increase amount △d. If vehicle k which 
will serve customer i has left from the depot at t and no extra cargoes more than 
△d is loaded, the increase will be regarded as a disruption; If vehicle k has left 
from the depot at t and loads extra cargoes more than △d, the increase would not 
be regarded as a disruption. If vehicle k hasn’t left from the depot at t and can load 
more cargoes than △d, there will be no disruption on the original plan；If vehicle 
k hasn’t left from the depot at t but can’t load more cargoes than △d, the demand 
increase is also looked as a disruption. After the demand increase being identified 
as a disruption, a new customer i' whose demand is △d will be added. 

(4) Removal of requests 
Customers may cancel their requests sometimes because of a certain reason, but 

the planed delivery routing needs no changes. When passing the removed custom-
ers, delivery vehicles just go on with no service. 

(5) Combinational disruption 
Combinational disruption refers to that some of above disruption events occur 

simultaneously on one customer or several customers. For one customer i with co-
ordinate (Xi,Yi) and demand di, if its delivery address is changed into (Xi’,Yi’) and 
extra demand △d is requested, a new customer i' can be added with coordinate 
(Xi’,Yi’) and demand △d. For several customers, time window of customer i is re-
quested earlier, from [stai, endi] to [stai-△t, endi-△t]; delivery address of customer 
j is changed, (Xi,Yi)→(Xi’,Yi’); extra demand △d is requested by customer m. The 
transformation of these disruptions is shown as Table 2. 

Table 2 Transformation of combinational disruption from multi-customers 

Original  
customers Disruption events New customers 

i [stai, endi] →[stai-△t, endi-△t] i': [stai-△t, endi-△t] 
j (Xi,Yi)→(Xi’,Yi’) j’: (Xi’,Yi’) 
m dm→dm +△d  m’: △d 

Note that: After being transformed into new customers, original customers won’t be con-
sidered in new delivery plan except the customers with demand increase disruption. 
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3   Determination of the Optimal Starting Time for Vehicles 

Most existing researches on disrupted VRP assumed that all assigned vehicles left 
from the depot at time 0. Although delivery vehicles may arrive early at custom-
ers, they have to wait until the earliest service time, which will result in waiting 
costs. In fact, the optimal starting time of each vehicle can be determined accord-
ing to its delivery tasks, which may decrease total delivery costs and provide a 
new rescue strategy for some disruption events.  

Some new notations used in the following are supplemented. Nk: the set of cus-
tomers served by vehicle k, k∈{1,...,K}; wi: the waiting time at node i, i∈Nk; BSTk: 
the optimal starting time of vehicle k.  

[stai, endi] is the time window of customer i; ti-1,i is the travel time between 
node i-1 and i. Rstai , the starting service time for customer i, equals to the larger 
between the actual arrival time arri and the earliest service time stai , that is,  

max{ , }i i iRsta arr sta= , ( 1, )ki i N≥ ∈   (11) 

where arri depends on the starting service time for node i-1, the service time at 
node i-1 and the travel time ti-1,i between node i-1 and i. Thus, the actual arrival 
time arri at node i:  

1 1 1,i i i i iarr Rsta ser t− − −= + + , ( 1, )ki i N≥ ∈   (12) 

wi, the waiting time at node i, equals to Rstai-arri. The waiting time which can be 
saved by vehicle k is min{Rstai-arri}, which will equal to 0 when arri is bigger 
than stai for all the customers in Nk.  

When the actual finishing time Rstai+seri is later than the latest service time 
endi, the extra time at node i will be 0. When Rstai+seri ≤ endi, that is, the latest 
service time endi isn’t due when vehicle k finished the service for customer i, an 
extra time interval [Rstai+seri, endi] will exist. The total extra time of vehicle k in 
the delivery process, TFTLk, equals to:   

{ }kTFTL =min [ ( )]i i iend Rsta serσ − + ,
0,  

1,  
i i i

i i i

Rsta ser end

Rsta ser end
σ

+ >⎧
= ⎨ + ≤⎩

; 1, ki i N≥ ∈   
(13) 

To sum up, the optimal starting time of vehicle k can be calculated by the fol-
lowing conditions and equations: 

 

(1) If the earliest service time of the first customer served by vehicle k is earlier 
than or equal to the travel time from the depot to the customer, that is, sta1≤ t0,1, 
the optimal starting time of vehicle k equals to 0, that is, BSTk=0. 

(2) If sta1> t0,1 and min{Rstai-arri}=0, then 

1 0,1( ) , {1,..., }k kBST sta t TFTL k K= − + ∈   (14) 

(3) If sta1> t0,1 and min{Rstai-arri}>0, then 

1 0,1( ) min{min{ }, }k i i kBST sta t Rsta arr TFTL= − + − , , {1,..., }ki N k K∈ ∈          (15) 
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4   Combinational Disruption Recovery Model for VRPTW 

Disruption Management aims at minimizing the negative effects caused by unex-
pected events to original plans, so the effects should be measured quantitatively 
before being taken as the minimization objective, which is called disruption meas-
urement. The effects of disruption events on VRPTW mainly involve three as-
pects: customer service time, driving paths and delivery costs (Wang et al 2009a). 

In Section 2, the paper has transformed different disruption events into new 
customer-adding disruption event, so the disruption measurement on disrupted 
VRP, which will focus on measuring the new customer-adding disruption, is rela-
tively simple. In disruption recovery plan, the number of customers, delivery ad-
dresses, time windows and other parameters may change, so some notations in 
original VRPTW are labeled as new notations correspondingly: N0→N0’, xijk→xijk’,  
stai→stai’, Rstai→Rstai’, endi→endi’, and so on. However, there are some  
notations unchanged, such as the number of vehicles K, the limited capability of 
vehicle Q. 

(1) Disruption measurement on customer service time 
The disruption on customers’ service time refers to that the actual arrival time 

is earlier than the earliest service time or later than the latest service time.  The 
service time deviation of customer i is: 

1 2( ' ') ( ' ')i i i ista arr arr endλ λ− + − , 1 2, {0,1}λ λ ∈   (16) 

where, if arri’<stai’, then 1 1λ =  and 2λ =0; if arri’>endi’, then 2 1λ =  and 1λ =0; if 

stai’≦arri’≦endi’, then 1 2,λ λ =0. The total service time disruption is: 

'

1 2
1

( ( ' ') ( ' '))
N

i i i i
i

sta arr arr endθ λ λ
=

− + −∑ , 1 2, {0,1}λ λ ∈  (17) 

Where θ  is the penalty cost coefficient of per unit time deviation.  
(2) Disruption measurement on driving paths 
Total driving paths disruption is: 

 
0 0 0 0' ' ' '

0 0 0 0

( ' ) ( ' )
N N N N

i j i j i j i j i j
i j i j

c x x x xσ μ
= = = =

− + −∑∑ ∑∑ , 0, ', , ' {0,1}i j i ji j N x x∈ ∈  (18) 

where σ  is delivery cost coefficient of per unit distance; μ  is the penalty cost 

coefficient of increasing or reducing a delivery path; xij, xij’∈{0,1}, if there is a 
delivery path between node i and node j, xij=1, xij’=1, otherwise, xij=0, xij’=0. 

(3) Disruption measurement on delivery costs 
Delivery costs depend on total travel distance and the number of assigned vehi-

cles, so total delivery costs disruption is: 

0 0 0 0' '

1 0 0, 1 0 0, 1

( ' ) ( ' )
N N N NK K K

ij ijk ij ijk K k k
k i j j i k i j j i k

c x c x C v vσ
= = = ≠ = = = ≠ =

− + −∑∑ ∑ ∑∑ ∑ ∑  (19) 
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where 0 0' '

1 0 0,

'
N NK

ij ijk
k i j j i

c x
= = = ≠
∑∑ ∑  represents the total delivery distance of the recovery plan; 

0 0

1 0 0,

N NK

ij ijk
k i j j i

c x
= = = ≠
∑∑ ∑  represents the total delivery distance of the original plan; Ck is 

the fixed cost of a vehicle and 
1

( ' )
K

K k k
k

C v v
=

−∑  represents the change of vehicle 

fixed costs, where vk, vk’∈{0,1}, if vehicle k is assigned in the original plan or in 
the recovery plan, vk or vk’=1, otherwise, vk or vk’=0. 

To sum up, a combinational disruption recovery model is developed: 
'

1 2
1

min( ( ( ' ') ( ' ')))
N

i i i i
i
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' ' ' ' (1 ') , , ', {1,..., }j k i i ij ijkRsta Ksta Rsta ser t x M i j N k K≥ + + + − − × ∈ ∈  (30) 

, {1,..., }k kKsta BST k K= ∈  (31) 

1 2, {0,1}λ λ ∈ , , ' {0,1}i j i jx x ∈ , ', {0,1}k kv v ∈                                                       (32) 

Objective (20), (21) and (22) is to minimize the disruption on customers’ ser-
vice time, driving paths and delivery costs respectively. Constraint (30) and (31) 
ensure vehicles leave from the central depot at their optimal starting time, where 
Kstak is the actual starting time of vehicle k and BSTk is the optimal starting time 
determined in Section 3.  
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5   Computational Experiments 

The paper applied Nested Partitions Method (NPM) to solve the proposed model. 
NPM, proposed by Shi (2000), is a novel global optimization heuristic algorithm. 
The designed NPM algorithm for the combinational recovery model integrates 
three rescue strategies: (1) Adding vehicles policy. The strategy means some new 
vehicles which haven’t delivery tasks according to the original plan are added to 
meet requests of new customers. (2) Starting later policy. As vehicles don’t leave 
from the depot until their optimal starting time, there may be some vehicles still 
staying at the depot when disruption events occur. (3) Neighboring rescue policy. 
The strategy uses in-transit vehicles which adjoin new customers to deal with the 
disruptions.  

5.1   Original VRPTW and Combinational Disruption Data 

The original VRPTW studied in the paper is from [7]: one depot owns 8 vehicles 
with the limited capacity 5t; the distance between two nodes can be calculated ac-
cording to their coordinates; the speed of each vehicle is 1 km/h; coefficients θ , 
σ  and μ  are given 1, 1 and 10 respectively; detailed original data can be seen in 

[7]. By using improved genetic algorithm, [7] attained the optimal initial routing: 
vehicle 1: 0-8-2-11-1-4-0; vehicle 2: 0-10-5-13-0; vehicle 3: 0 -9-7-6-0; vehicle 4: 
0-3-14-12-15-0. The total driving distance is 585.186. 

After the initial scheduling, there are still four spare vehicles in the depot. At 
time 32.65, change requests are received from customer 4, 8, 11, 14 and a new 
customer 16 occurs.  The detailed change data are shown in Table 3. 

Table 3 Data of changes 

Customers Original  
coordinates 

Original time 
windows Original demands New  

coordinates
New time 
windows New demands 

4 (53,19) [96,166] 0.6 (53,29) [10,54] 1.6 
8 (56,4) [9,79] 0.2 Unchanged Unchanged 1.4 

11 (41,10) [74,174] 0.9 Unchanged Unchanged 1.9 
14 (73,29) [56,156] 1.8 Unchanged [20,70] Unchanged 
16 - - - (55,60) [30,75] 2.0 

5.2   Results and Findings 

According to Section 2, above disrupted nodes can be transformed into new cus-
tomer nodes: from 4, 14, 8, 11 to 16, 17, 18, 19. A new customer 20 is added. 
There are three in-transit vehicles which are transformed into virtual customers 21, 
22, 23 (A vehicle has not left when the disturbance occurred). Data after transfor-
mation are shown as Table 4.  

NPM algorithm with neighboring rescue policy produced the new routing:  
0-17-18-8-2-0, 0-10-5-13-0, 0-9-7-6-0, 0-3-1-19-11-16-12-0, 0-20-15-0. NPM  
algorithm with starting later policy produced the new routing: 0-8-2-11-1-0,  
0-10-5-13-0, 0-9-7-6-0, 0-16-3-18-12-15-0, 0-20-17-19-0. 



A Combinational Disruption Recovery Model for Vehicle Routing Problem  11 
 

 

Table 4 Data after transformation 

Customers X (km) Y (km) di (t) stai (h) endi (h) 
0 50 50 0 0 +∞ 
1 19 0 1.0 74 144 
2 33 3 1.8 58 128 
3 35 21 1.1 15 85 
5 70 94 1.9 47 177 
6 27 44 1.4 85 155 
7 10 69 1.2 21 91 
8 56 4 0.2 9 79 
9 16 81 1.7 37 107 

10 68 76 0.8 21 121 
11 41 10 0.9 74 174 
12 83 43 0.8 58 158 
13 25 91 1.9 15 125 
15 70 18 0.9 87 187 
16 53 29 1.6 10 54 
17 73 29 1.8 20 70 
18 56 4 1.2 9 79 
19 41 10 1.0 74 174 
20 55 60 2.0 30 75 
21 54 18 0 0 400 
22 57 61 0 0 400 
23 43 57 0 0 400 

Table 5 Comparison of results 

Methods Total distance Paths deviation Total Time  
deviation 

Number of 
Vehicles 

Rescheduling  840.76 16 210.75 7 
Disruption Management by GA 841.69 9 37.03 6 
Disruption Management by NPM 
with neighboring rescue policy 

679.79 19 66.76 5 

Disruption Management by NPM 
with starting later policy 

737.11 7 33.30 5 

 
The comparison of results with [7] is shown as Table 5. From the comparison, the 

paper finds: (1) Disruption Management by GA is superior to the Rescheduling in 
Paths deviation, Total Time deviation and Number of vehicles; Disruption Man-
agement by NPM with neighboring rescue policy produced better results in Total 
distance, Total Time deviation and Number of vehicles than the Rescheduling; 
Disruption Management by NPM with starting later policy outdoes the Reschedul-
ing in all aspects. This verifies the advantage of Disruption Management in dealing 
with disruption events for VRPTW. (2) In Total distance and Number of vehicles, 
Disruption Management by NPM with neighboring rescue policy is superior to the 
Rescheduling and Disruption Management by GA; Disruption Management by 
NPM with starting later policy produced better results than the Rescheduling and 
Disruption Management by GA. This gives some evidences on that the transforma-
tion of disruption events and the designed NPM algorithm are effective to the com-
binational disruption recovery model. (3) Disruption Management by NPM with 
neighboring rescue policy is better than Disruption Management by NPM with start-
ing later policy in Total distance but worse than the later in Paths deviation and 
Total Time deviation, which proves that considering the optimal starting time of 
vehicles may provide a new rescue strategy for disrupted VRP. 



12 X. Wang et al. 
 

 

6   Conclusions 

Disruption Management provides a good idea to minimize the negative effects of 
disruption events on the whole delivery system. For the reality that a variety of de-
livery disruptions often occur successively or simultaneously, the paper proposed 
a method of transforming various disruption events into new customer-adding  
disruption, which can facilitate to develop a combinational VRPTW disruption re-
covery model. The paper considered vehicles’ optimal starting time from the cen-
tral depot, which can not only reduce the waiting costs of vehicles in transit but 
also provide a new rescue strategy for the disrupted VRP. The paper focused on 
the customer disruption events, but didn’t give enough consideration to vehicle 
disruption events and cargoes disruption events, which needs further efforts.  
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A Decision Method for Disruption Management 
Problems in Intermodal Freight Transport 

Minfang Huang, Xiangpei Hu, and Lihua Zhang* 

Abstract. In this paper, we propose a new decision method for dealing with dis-
ruption events in intermodal freight transport. First of all, the forecasting decision 
for the duration of disruption events is presented, which decides whether a rear-
rangement is needed. Secondly, a network-based optimization model for intermo-
dal freight transport disruption management is built. Then an improved depth-first 
search strategy is developed, which is beneficial to automatically generating the 
routes and achieving the recovery strategies quickly. Finally, a numerical example 
is applied to verify the decision method. The new decision method supports the 
real-time decision making for disruption management problems.  

Keywords: Decision method, Disruption management, Intermodal freight transport. 

1   Introduction  

Many power facilities are delivered by multiple modes of transport. Uncertainties 
and randomness always exist in freight transportation systems, especially in in-
termodal freight transportation. Intermodal freight transportation is the term used 
to describe the movement of goods in one and the same loading unit or vehicle 
which uses successive, various modes of transport (road, rail, air and water) 
without any handling of the goods themselves during transfers between modes 
(European Conference of Ministers of Transport, 1993) [14]. It is a multimodal 
chain of transportation services. This chain usually links the initial shipper to the 
final consignee of the container and takes place over long distances. The whole 
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transportation is often provided and finished by several carriers. Almost all types 
of freight carriers and terminal operator may, thus, be involved in intermodal 
transportation, either by providing service for part of the transportation chain or 
by operating an intermodal transportation system (network) [5]. Therefore, the 
satisfied flow continuity and transit nodes compatibility of the multimodal chain 
of transportation services is significant while making modal choice decision once 
multiple transport modes, multiple decision makers and multiple types of load 
units are included.  

Unexpected events (e.g. Hurricane, the snow disaster, traffic accidents) happen-
ing in one link of the multimodal chain could result in the disturbance of  
pre-decided transportation activities. A new strategy used to handle disruptions is 
disruption management. Its objective is the smallest disturbances the entire trans-
portation system encounters with the new adjustment scheme, rather than the low-
est cost. How to real-timely deal with the disruption events and achieve the coping 
strategies quickly and automatically is an important problem. It is necessary to 
present a new solution approach to improve the rationality and efficiency of  
disruption management in intermodal freight transportation.  

The remainder of this paper is organized as follows: Section 2 briefly reviews 
the related solution approaches and applications. In Section 3, the forecasting  
decision method for the duration of disruption events is presented, and an optimi-
zation algorithm for intermodal freight transport disruption management is con-
structed. A numerical example is given in Section 4. Finally, concluding remarks 
and future research directions are summarized in Section 5. 

2   A Brief Review of Related Literature  

The research on the planning issues in intermodal freight transport has begun since 
the 1990s. Macharis and Bontekoning [15] conducted a comprehensive review on 
OR problems and applications of drayage operator, terminal operators, network 
operators and intermodal operators. Related decision problems for intermodal 
freight concern some combinations of rail, road, air and water transport. Following 
this approach, Caris et al. [3] provide an update on the review in Macharis and 
Bontekoning, with a stronger orientation towards the planning decisions in inter-
modal freight transport and solution methods.  

In the current results on intermodal transportation system, we find most of them 
are related with planning transportation activities. We divide them into 4 categories 
from the perspectives of intermodal carrier selection, transportation mode selection, 
transportation routes, and terminal location. For the aspect of intermodal carrier  
selection, Liu et al. [12] establish an improved intermodal network and formulate  
a multiobjective model with the consideration of 5 important characteristics, multi-
ple objective, in-time transportation, combined cost, transportation risks and col-
laboration efficiency. Ma [16] proposes a method for the optimization of the carrier 
selection in network environment by inviting and submitting a tender based on 
multi-agent. With respect to transportation mode selection, Liu and Yu [11] use the 
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graph-theory technique to select the best combination of transportation modes for 
shipment with the consideration of 4 characteristics, multiple objective, in-time 
transportation, combined cost and transportation risks. Shinghal and Fowkes [19] 
presents empirical results of determinants of mode choice for freight services in In-
dia which shows that frequency of service is an important attribute determining 
mode choice. For transportation route selection, Huang and Wang [7] analyze the 
evaluation indicators (transportation cost, transportation time, transportation risk, 
service quality, facility level) of intermodal transportation routes, establish the set of 
alternatives, incorporate the perspectives of quantitative and qualitative analysis to 
compare and select the route alternatives. Chang [4] formulate an international in-
termodal routing problem as a multi-objective multimodal multi-commodity flow 
problem with time windows and concave costs. Yang et al. [23] present a goal pro-
gramming model for intermodal network optimization to examine the competitive-
ness of 36 alternative routings for freight moving from China to and beyond Indian 
Ocean. For the aspect of terminal location, in the area of hub location problems, 
Campbell et al. [2] review various researches on new formulations and better solu-
tion methods to solve larger problems. Arnold et al. [1] investigate the problem of 
optimally locating rail/road terminals for freight transport. A linear 0-1 program is 
formulated and solved by a heuristic approach. Sirikijpanichkul et al. [20] develop 
an integral model for the evaluation of road-rail intermodal freight hub location de-
cisions, which comprises four dominant agents, hub owners or operators, transport 
network infrastructure providers, hub users, and communities. Meng and Wang [17] 
develop a mathematical program with equilibrium constraints model for the inter-
modal hub-and-spoke network design problem with multiple stakeholders and multi-
type containers.  

The existing results on intermodal transportation system are related with plan-
ning transportation activities. They just put emphasis on planning in advance. 
However, they lack the research on disruptions possibly occurred in each transport 
mode and can not achieve an operational scheme with overall smallest distur-
bances quickly. It is more important to ensure flow continuity and transit nodes 
compatibility.  

We have seen a number of results in disruption management in urban distribu-
tion system where only one mode of transport is used. Most of them are focused 
on the study of the disruption caused by customer requests or by dynamic travel 
time. The work of Potvin et al. [18] describes a dynamic vehicle routing and sche-
duling problem with time windows where both real-time customer requests and 
dynamic travel times are considered. In terms of the disruption caused by dynamic 
travel time, Huisman et al. [8] present a solution approach consisting of solving a 
sequence of optimization problems. Taniguchi et al. [21] use dynamic traffic 
simulation to solve a vehicle routing and scheduling model that incorporates real 
time information and variable travel times. Du et al. [6] design a solution process 
composed of initial-routes formation, inter-routes improvement, and intra-route 
improvement. Besides the above, there are some other results. The study of Zeim-
pekis et al. [24] present the architecture of fleet management system. Li et al. [10] 
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develop a prototype decision support system (DSS) [11]. Wang et al. [22] propose 
a transformation method for the recovery of the vehicle routing. The results above 
investigate the distribution system with only one transport mode. For example, in 
urban areas, only the transport mode of road is utilized to accomplish the delivery. 
Therefore, the disruption management in urban distribution system puts emphasis 
on the satisfaction of the customers. Meanwhile, in intermodal freight transport, it 
focuses on the choice of transportation modes and carriers.  

Therefore, it is necessary to provide a solution approach with the ability of qua-
litative and quantitative processing to disruption management problems in inter-
modal freight transport system.  

3   A Decision Method for Intermodal Freight Disruption 
Problems and a Solution Algorithm   

3.1   The Forecasting Decision for the Duration of Disruption 
Events   

The disruption management problems in intermodal freight transport system can 
be described as follows: after the cargos start from the origins according to the 
plan, unexpected events (e.g. Hurricane, the snow disaster, traffic accidents) hap-
pen in one link of the multimodal chain, which might result in the interruption of 
one transport mode. The pre-decided transportation activities might need to be re-
arranged. If necessary, a rescue scheme with smallest deviation which is measured 
by the cost and the time of the routes should be achieved in an efficient way.  

The duration of a disruption event, also means the delay of current transport ac-
tivity, is used to decide whether a new arrangement should be made. If the delay is 
within the next carrier’s tolerance, then no rearrangement is needed, otherwise, re-
routing with smallest deviation should be made. It is assumed the effect of the de-
lay on the one after the next carrier has been considered in the next carrier’s toler-
ance. The way to achieve the duration of disruption events is to collect historic 
statistic data of typical disruption events in the specific transport mode. 

We take the accidents happened on freeways as an example to illustrate the 
study of disruption event duration. According to the causes of disruption events, 
the accidents on freeways can be divided into 7 types [13], vehicle crash, bumping 
into the objects, vehicle breakdown, injuring-causing accident, vehicle burning ac-
cident, death-causing accident, and dangerous stuff accident. The distribution of 
each kind of disruption event’s duration could be obtained by statistical analysis of 
historic statistic data. The forecasting decision tree for the duration of disruption 
event (vehicle crash) is shown in Figure 1. We use 3 parameters to illustrate an 

event’s duration, average duration ( iA ), the lower and the upper of four quartiles 

( iQ min , iQ max ) as the upper bound and lower bound of confidence interval. 

They can be calculated according to historic statistic data.  
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Fig. 1 The forecasting decision tree for the duration of disruption event 

3.2   An Optimization Algorithm for Intermodal Freight Transport 
Disruption Management  

According to the forecasting duration or delay in Sect. 3.1, if the delay is out of 
the range of the next carrier’s tolerance, then rerouting with smallest deviation 
should be made. The deviation of sth route, denoted by sD , can be calculated as 

follows.  
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The variables and parameters in Eq. (1) are explained below. 
The coefficients 1α  and 2α  denote the decision maker’s preference. They are 

equal or greater than 0, and 121 =+αα . sc  denotes the total cost of sth route; st  

the total transport time of sth route; 0c  the total cost of the initial plan; 0t  the total 

transport time of the initial plan. Therefore, Eq. (1) is equivalent to Eq. (2). 
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Fig.2 shows a network of intermodal freight transport. The nodes represent the 
cities (A, B, ……, H) which cargos need to pass through. In each city, there are 
several carriers providing different modes of transport respectively. For example, 
from the origination node, there are k modes of transport (A1, A2, ……, Ak) for the 
cargos to choose to arrive at City A. 

Yes 

Vehicles crash Average duration ( 1A ) 
( 1minQ , 1maxQ ) 

Any truck involved?

Injuring and death causing? 

No 

Average duration ( 2A ) 
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Average duration ( 3A ) 
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Yes No 
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Fig. 2 The virtual network of disruption event 

The decision for the routing problem of intermodal freight transport can be 
turned into path searching through the graph shown in Fig. 2. Considering the cha-
racteristics of search strategies, we adopt an improved depth-first search strategy 
to generate the routing schemes.  

3.3   An Improved Depth-First Search Strategy  

From Fig. 2, we observe that the network of intermodal freight transport corre-
sponds to a State Space for decision-making, in which a transshipment location is 
a search node. An initial route is a path spanning through the State Space from the 
initial node (origination) to the goal node (destination), and an operational disrup-
tion recovery scheme with deviation is a path spanning through the State Space 
from the disrupted location to the goal node. Considering the characteristics of 
search strategies and the problem, we apply the principle of depth-first search 
strategy and improve it to generate the routing schemes.  

The improved depth-first search algorithm includes three factors: state sets, op-
erators, and goal state. The details of state-space search based on the improved 
depth-first search algorithm for disruption management problems in intermodal 
freight system are given below. 

• State sets: are described by three elements, which are Pi (the cargos’ current lo-
cation, where the disruption happens), i = A, B, C, ······; csij (accumulative cost 
of sth route when the cargos arrive at ith city by jth transport mode); tsij (accumu-
lative transport time of sth route when the cargos arrive at ith city by jth transport 
mode).  

• Operators: cargos move from the current location (a search node) to the next 
location (a search node).  

• Goal state: As the nodes are searched, the goal state (destination) can be 
reached. Until to this state, csij is the total cost of sth route (ts), and tsij is the total 
transport time of sth route (ts).  

After the search process is finished, the feasible recovery schemes are gener-

ated. And '
sD  can be calculated by Eq. (2).  
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4   A Numerical Example 

A numerical example is constructed to illustrate and verify the above decision 
method. The description of the example is given as follows. Suppose there are 10 
ton of cargos to be transported from City A to City D, which should pass through 
City B and City C. The example intermodal transportation network is described in 
Fig. 3, which shows the available transport modes between two cities. And its cor-
responding operational intermodal transportation network is presented in Fig. 4. 
Transport cost per unit (1000RMB/ton) and required transport time (h) are listed 
in Table 1. Transshipment cost (1000RMB/ton) and time (h) between different 
transport modes are listed in Table 2.  

 

 

Fig. 3 An example intermodal transportation network 
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Fig. 4 The operational intermodal transportation network 

Table 1 Transport cost per unit/required time 

 A-B B-C C-D 

Rail 

Road 

Sea 

9/20 

6/15 

3/28 

-- 

10/18 

4/30 

6/18 

7/16 

-- 
 

Table 2 Transshipment cost/time between different transport modes 

 Rail Road Sea 

Rail 

Road 

Sea 

0/0 

0.1/0.5 

0.2/0.5 

0.1/0.5 

0/0 

0.1/1 

0.2/0.5 

0.1/1 

0/0 
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We assume the decision maker has the same preference on the cost and the 
transport time, that is, 5.01 =α , 5.02 =α .  

According to the improved depth-first search strategy in Sect. 3.3, the initial 
feasible routes can be generated. And the optimal one is achieved as A-B3-C1-D2, 
with the total cost of 163 and the total transport time of 64.5. 

If there is a disruption event happened in the link A-B3, and a delay of 8 hours 
occurred. The transport mode of sea in the link B3-C1 in Fig. 4 will not be avail-
able for the cargos. The recovery schemes have to be generated by the improved 
depth-first search strategy. And the scheme with smallest deviation will be chosen 
to deliver the cargos. Here the optimal recovery scheme is B3-C2-D2, with a devia-
tion 0.98. 

5   Concluding Remarks  

We present a new decision method for disruption problems in intermodal freight 
transport, which comprises the forecasting decision for the duration of disruption 
events, network-based optimization model, and improved depth-first search strat-
egy. The forecasting for the duration of disruption events helps make a decision 
whether a rearrangement is need. The introduction of improved depth-first search 
strategy can be beneficial to automatically generating the initial routes and recov-
ery routes. The method can compete with rapid decision-making in disruption 
management problems. Furthermore, it provides a new solution idea for other dis-
ruption management problems. Some specific work remains to be further studied, 
for example, large scale case study network should be selected to verify the deci-
sion method. 
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A Dominance-Based Rough Set Approach of 
Mathematical Programming for Inducing 
National Competitiveness 

Yu-Chien Ko and Gwo-Hshiung Tzeng* 

Abstract. The dominance-based rough set approach is a powerful technology for 
approximating ranking classes. Analysis of large real-life data sets shows, however, 
decision rules induced from lower approximations are weak, that is supported by 
few entities only. For enhancing the DRSA, the mathematical programming is ap-
plied to support the lower approximations with entities as more as possible. The 
mathematical coding such as unions of decision classes, dominance sets, rough ap-
proximations, and quality of approximation is implemented in Lingo 12. It is applied 
on the 2010 World Competitiveness Yearbook of International Institute for Man-
agement Development (WCY-IMD). The results show the business finance and atti-
tudes & values matter achieving the top 10 positions in the world competitiveness.  

Keywords: dominance-based rough set approach (DRSA), Mathematical pro-
gramming (MP), national competitiveness. 

1   Introduction  

DRSA is a powerful technology to process the relational structure, which has been 
successfully applied in many fields [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. However, it has rarely 
been used in the analysis of national competitiveness due to skewed dimensions and 
unique characteristics among nations. Up to today the annular reports, World Com-
petitiveness Yearbook (WCY) and Global Competitiveness Report (GCR), publish 
the competitiveness ranks with statistical descriptions instead of relational structure, 
thus inferring of competitiveness structure still cannot be elaborated for policy mak-
ers and national leaders. This research adopts mathematical programming to design 
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and develop unions of decision classes, dominance sets, rough approximations, and 
quality of approximation [11, 12, 13]. Finally, induction rules based on WCY 2010 
are generated for stakeholders to help policy making and verification. 

WCY collects figure data and expert opinions together into in 4 consolidated 
factors, i.e. Economic Performance, Government Efficiency, Business Efficiency, 
and Infrastructure. Their details are divided into 20 sub-factors. Totally there more 
than 300 criteria are collected in the 20 sub-factors. The report provides the weak-
ness, strength, trends of nations from a view of individual nation instead of cross-
ing over nations [14, 15]. This research partitions nations into 2 parts i.e. at least 
10th and at most 11th, shown in Figure 1, then induces rules. It discovers the facts 
how the top nations outperformed than the others.  
 

 
 

Fig. 1 Competitiveness model 
 

 
The remainders of this paper are organized by presenting the rough set and 

DRSA in Section 2, propositions of mathematical programming for DRSA in  
Section 3, application of the proposed DRSA on national competitiveness in  
Section 4, discussion of competitiveness criteria and the future work in Section 5. 
The last section concludes the paper and remarks. 

2   Review on DRSA 

Measures or evaluations of competitiveness crossing over nations have not been 
deeply explored in the fields of dominance-based rough set. This section starts 
from the concept of rough set then extends to the dominance-based rough set. 

A.   Rough Set 
The rough set can discover important facts hidden in data, and has the capacity to 
express decision rules in the form of logic statements “if conditions, then deci-
sion”. The conditions and decision in the statement specify their equivalence rela-
tions based on respective criteria. The degree of satisfying the rule is measured 
with entities contained in the relations such as coverage rate, certainty, and 
strength [16, 17, 18, 19]. Generally, it performs well at classification in many  

Inducing rules for at most  
11th

Inducing rules for 
 at least 10th

 
At least 

10th 

 
At most 
11th  

WCY 
dataset 
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application fields but cannot handle preference inconsistency between condition 
and decision for choice, ranking, and sorting. Therefore, the rough set is extended 
by applying dominance principle on the preference-ordered rough set [3, 4]. The 
extension substitutes indiscernibility relations by dominance-based relations. The 
approximation of dominance-based relations has involved the preference function, 
dominating and dominated entities, rough approximation, and unions of decision 
classes [1~10] below. 

B.   Information System of DRSA 
A data table with preference information ( , , , )IS U Q V f= is presented with 

1 2{ , , ..., }nU x x x= , Q C D= ∪ , :f X Q V× → , and 
1 2

{ , , ..., }
q

V V V V=  where n is 

the number of entities, C is the set of condition criteria, D is the set of decision cri-
teria, X representing a subset of U that decision makers have willing to tell their 
preference on criteria, and f representing a total function such that ( , ) qf x q V∈  for 

all q P∈ . The information function ( , )f x q can be regarded as a preference func-

tion when its domain is a scale of preference for criterion q (Greco et al., 2000). 
Thus the pair comparison of x, y ∈ U, 

( , ) ( , ) ( ) ( )   
q q q

f x q f y q x y f x f y≥ ⇔ ⇔ ≥ , means ‘x is at least as good as y 

in the preference strength with respect to criterion q’. The outranking relations not 
only make sense in data structure but also in mathematical functions. The rough 
approximation related to the mathematical structure is described below. 

C.   Rough Approximation by Dominance Sets 
The dominance-based rough approximations can serve to induce entities assigned 

to 
t

Cl ≥  (an upward union of classes) or 
t

Cl ≤  (a downward union of classes) where 

Cl  is a cluster set containing ordered classes 
t

Cl , t ∈T and T={1, 2,…, n}. For all 

s, t ∈T and s ≥ t, each element in 
s

Cl  is preferred at least as each element in tCl , 

which is constructed as  

t s
s t

t s
s t

Cl Cl

Cl Cl

≥

≥
≤

≤

=

=

∪

∪
 

P-dominating and P-dominated sets are the rough approximations by taking ob-
ject x as a reference with respect to P, P ⊆ C.   

 

( ) { , }

( ) { , }

-dominating set: 

-dominated set: 

P P

P P

P D x y X yD x

P D x y X xD y

+

−

= ∈

= ∈
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where qy x  for ( )PD x+ , qx y  for ( )PD x− , and all q P∈ . Explaining the ap-

proximation of decision classes by P-dominance sets is the key idea of rough set 
to infer one knowledge by another knowledge, which has been implemented in 
DRSA as  
 

' '

1

' '

1

( ) { , ( ) }

( ) ( )

( ) ( ) ( )

( ) { , ( ) }

( ) ( )

( ) ( ) ( )

1, ...,

 

t t P t

t t

t t t

t t P t

t t

t t t

P Cl x Cl D x Cl

P Cl U P Cl

np Cl P Cl P Cl

P Cl x Cl D x Cl

P Cl U P Cl

np Cl P Cl P Cl

t n

≥ ≥ + ≥

≥ ≤
−

≥ ≥ ≥

< < − <

< <
+

< < <

= ∈ ⊆

= −

= −

= ∈ ⊆

= −

= −

=

B

B

 

where ( )tnp Cl≥B  and ( )tnp Cl≤B  are P-doubtful regions.  

Analysis of large real-life data sets shows, however, that for some multi-criteria 
classification problems, the application of DRSA identifies large differences be-
tween lower and upper approximations of decision classes. In consequence, deci-
sion rules induced from lower approximations are weak, that is supported by few 
entities only [7]. For this reason a DRSA method is designed and developed in the 
mathematical programming to search entities for the lower approximation. 

3   Mathematical Programming for DRSA 

This section covers unions of decision classes, dominance sets, rough approxima-
tions, and quality of approximation, which starts from propositions then uses them 
to build formulae. 

A.   Propositions 
Reduction of criteria is expressed in a Proposition (A.1) by setting a coefficient 

jw  to 0; otherwise jw  equals to 1.  

1 2

1

{0,1}, , , ...,{ }
m

j j m

j

L w w q q qj
=

= ∈ ∈∑(A.1)    ,     

where m is the number of criteria in C, L is the number of criteria in the sub set P 

after reduction. For the entities assigned to tCl≥ , Proposition (A.2) sets 1iu =  

when xi ∈ tCl≥ and xi ∈ tD≥ ; otherwise 0iu = ,  

, 1
* , {0,1}(A.2)     

t

m

i j ij ii Cl j
u L w u u≥∈ =

× ≤ ∈∑   
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where 1iju =  when ( , ) ,
i

f x r jijj P≥ ∀ ∈ ; otherwise 0iju = ; ijr is the low boundary of 

j for tD≥ . For the entities assigned to
t

Cl < , Proposition (A.3) sets 1iu =  when xi 

∈ tCl
< and xi ∈ tD

< ; otherwise 0iu = .  

, 1
* , {0,1}(A.3)     

t

m

i j ij ii Cl j
u L w u u<∈ =

× ≤ ∈∑  

where 1iju =  when ( , )i ijf x j r≤  otherwise 0iju = ; . ijr is the high boundary of 

j for tD
< . 

B.   Mathematical Formulae for Rough Approximation 
By following the propositions above, dominance set, rough approximation, and 
quality of approximation are constructed in mathematical formula as below.  
 

• P-dominating set { }, 1
( ) , *

t

m

P i i t j iji Cl j
D x x Cl L w u≥

+ ≥
∈ =

= ∈ = ∑   

 
• P-dominated set 

{ }, 1
( ) , *  

t

m

P i i t j iji Cl j
D x x Cl L w u<

− <
∈ =

= = ∑  

 
• Rough Approximation 
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For sustaining the quality of rough approximations, consistency constraints are 

designed to restrict the scope of dominance sets, i.e. ( )pD x+  could not contain 

entities in the ( )pD x−  and vice versa. 

• Consistency Constraints 

, 1

, 1

1 *

1 *

  

   

t

t

m

j iji Cl j

m

j iji Cl j

L w u

L w u
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C.   Evaluation of Rough Approximation 
According to Pawlak (2002) and Greco et al., (2000), there are 2 frequent meas-
ures of approximation.  

• Coverage rate for tCl≥  and tCl< approximation 

| ( ) | | ( ) |
( ) ( )

| | | |
,t t

P t P t

t t

P Cl P Cl
CR Cl CR Cl

Cl Cl

≥ <
≥ <

≥ <
= =

  
 

It expresses ‘the probability of entities in the unions of decision classes rela-
tively belonging to the lower approximation’.  
 

Table 1 4 factors and 20 sub factors of WCY 

Economic Performance 

q1 Domestic Economy 

q2 International Trade 

q3 International Investment 

q4 Employment 

q5 Prices 

Government Efficiency 

q6 Public Finance 

q7 Fiscal Policy 

q8 Institutional Framework 

q9 Business Legislation 

q10 Societal Framework 

Business Efficiency 

q11 Productivity & Efficiency 

q12 Labor Market 

q13 Finance 

q14 Management Practices 

q15 Attitudes and Values 

Infrastructure 

q16 Basic Infrastructure 

q17 Technological Infrastructure 

q18 Scientific Infrastructure 

q19 Health and Environment 

q20 Education 
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• Quality of approximation for Cl  

| ( ) | | ( ) |
( )

| |
t t

P

P Cl P Cl
Cl

U
γ

≥ <+
=

  
  

It expresses classification performance with ‘the probability of the entities be-
ing covered by all the lower approximations (partitions)’.  

D.   Decision Rules based on Rough Approximation 
The unions of decision classes and rough approximations can serve to induce rules 
that are expressed in terms of ‘if…, then…’. Here are 2 exemplary rule types  
below. 
 

'

'
'( , ) ( , )

( ( , ) ( , ')

, '

( ) if  ... and  then  

) if  ... and  then 

       

t

j j t

j jD f x j r f x j r x Cl

D f x j r f x j r x Cl

j j P

≥
≥

< < <
<

≥ ≥≥ ≥ ∈

≤ ≤ ∈

∈

 

 

 

Based on the propositions, mathematical formula, and exemplary rule types, na-
tional competitiveness is induced next. 

4   Applying the Proposed DRSA to National Competitiveness 

According to 20101 WCY, 58 nations are listed in Appendix I. This section starts 
from description of data set then the algorithm of induction. 

A.   WCY Data Set 
Table 1 presents 4 factors and 20 sub factors. The left column is the symbols for 
the sub factors. The ranks of nations in 2009 and 2010 are presented in Appendix 
I. Australia, Canada, Hong Kong, Malaysia, Norway, Singapore, Sweden, Swit-
zerland, Taiwan, and USA are the top 10 nations. The followings will induce the 
dominance sub factors, called as dominance criteria, for nations. Also the bounda-
ries of dominance criteria are called as dominance boundaries in the following 
context. 

B.   An Algorithm of Competitiveness Induction 
An algorithm is designed to solve the optimal coverage rates for both tCl≥  and 

tCl< approximations simultaneously. It can prevent the difference in supporting 

approximations i.e. avoiding one support is high and the other support is low. Be-
fore executing the algorithm, users might remove some criteria that have low cov-

erage rates of 
10

( )
j th

CR Cl
≥ or

10
( )

j th
CR Cl

< , which can reduce computing tasks and time. 
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This algorithm intends to find out the dominance criteria and boundaries for both 
lower approximations at one time. The results are presented next. 

C.   Induced Rules of 10thD≥ and 10thD<  

The induced rule is presented with ‘if…,then…’, which comprises the dominance 
criteria and boundaries as below. 
 
Rule I: 

( ( ) 64.91) ( ( ) 62.30) 1013 15
, ,f f thx q x q x Cl≥ ∧ ≥ ∈ ≥if  then   

10 10,13 ,15
64.91, 62.30

th thi Cl i Cl
r r≥ ≥∈ ∈= =  

Dominance criteria and boundary of Rule I: (64.91/Finance, 62.30/Attitudes & 
Values) 
 

Rule II: 

( ( ) 60.08) ( ( ) 62.30) 1013 15
, ,f f thx q x q x Cl≤ ∧ ≤ ∈ <if  then   

10 10,13 ,15
60.08, 62.30

th thi Cl i Cl
r r< <∈ ∈= =  

Dominance criteria and boundary of Rule II: (60.08/Finance, 62.30/Attitudes & 
Values) 
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Table 2 Evaluation parameters 
 

 
10

( )
P th

CR Cl
≥  

10
( )

P th
CR Cl

<  ( )P Clγ  

Rule I 0.80  0.78 
Rule II  0.77 0.78 

 

This algorithm generates Rule I and II that separate the nations into 10thD≥  and 

10thD<  in Figure 2.  

D.   Dominance criteria (sub factors)  

The dominance criteria of 
10 th

D
≥  and 10thD<  are Finance and Attitudes & Values in 

business. They are listed in Table 3 next. 

 

Fig. 2 Induced model 

 

Table 3 Dominance criteria (sub factors) 
 

sub-factor description in WCY 2010 

q13 

banking and financial services, financial institu-
tions' transparency, finance and banking regula-
tion, stock markets, stock market capitalization, 
value traded on stock markets, shareholders' rights, 
credit is easily available for businesses, and ven-
ture capital. 

 

q15 

attitudes toward globalization are generally posi-
tive in the society, the image abroad of a country 
encourages business development, the national cul-
ture is open to foreign ideas, flexibility and 
adaptability of people are high when faced with 
new challenges, the needs for economic and social 
reforms is generally well understood, and the value 
system in the society supports competitiveness 

WCY 
dataset 

 
At least 
10th 

 
At most 
11th 

10thD
≥  

10thD
<  
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5   Discussion and the Future Work 

This section has 3 parts for discussing the proposed method. 

A.   Rough approximation 
The proposed DRSA have 80% of the top 10, 77% of the rest, and totally 78% 
covered in the lower approximations. In the analysis of rank changes during 
2009~2010, top 10 nations in 10( )thP Cl≥  have 8 nations covered by Rule I; 6 of them 

made progress and 2 of them sustained the same positions (please refer to Appen-
dix I). The induced rules and the rank change of Appendix I deliver a message that 
100% nations in 10( )thP Cl≥ performed dominance over others. USA, a member of the 

top 10 but out of 10( )thP Cl≥ , adversely degenerated.  

In this case the rough approximation is applied to get inside knowledge of na-
tional competitiveness. The discussion about rule generation is presented next.  

B.   Rule generation 
Two rules composed of dominance criteria and boundaries are backwardly and op-
timally solved at one time by the proposed method, which separate nations by 
dominance boundaries (64.91/Finance, 62.30/Attitudes & Values) for 10( )thP Cl≥ and 

(60.08/Finance, 62.30/Attitudes & Values) for 10( )thP Cl< .  

The shorter length of dominance boundaries is easier for users to understand 
the knowledge of the approximations. To approaching the shortest length, sub-
tracting 0.01*L in the objective function is designed for the rules. Therefore, only 
two criteria compose the induced rules. 

C.   Rule validation 
The binary variables wj control whether criteria j is dominance or not. Their solved 
wj and dominance boundaries are substituted into constraints  

, 1
* 

t

m

j iji Cl ji w uu L ≥∈ =
≤× ∑ ,

, 1
* )

t

m

j iji Cl j
i w uu L <∈ =

≤× ∑ , 
, 1

1 *  
t

m

j iji Cl j
L w u<∈ =

− ≥∑ , 

and 
, 1

1 *
t

m

j iji Cl j
L w u≥∈ =

− ≥∑ ,    to validate the supports and exceptions for the 

rough approximations. If a nation satisfies then it supports otherwise it plays as an 
exception. The validation results are shown as below.  

Top 10 nations, Australia, Canada, Hong Kong, Malaysia, Singapore, Sweden, 
Switzerland, and Taiwan, support the Rule I except Norway and USA.  

Nations beyond top 10, Argentina, Austria, Belgium, Brazil, Bulgaria, China 
Mainland, Colombia, Croatia, Czech Republic, Estonia, France, Germany, Greece, 
Hungary, Iceland, Indonesia, Italy, Jordan, Kazakhstan, Korea, Lithuania, Mexico, 
New Zealand, Peru, Philippines, Poland, Portugal, Qatar, Romania, Russia, Slovak 
Republic, Slovenia, Spain, Turkey, Ukraine, United Kingdom, and Venezuela, 
support the Rule II except  Chile, Denmark, Finland, India, Ireland, Israel, Japan, 
Luxembourg, Netherlands, South Africa, and Thailand. 
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D.   The future work 
DRSA provides a good technology for processing relational structure and the pro-
posed method implements DSRA into a mathematical tool. In the future work the 
mathematical programming can be applied to equivalent relations, flow network, 
and so forth. Hopefully there will be more insides to be discovered and help deci-
sion making. 

6   Concluding Remarks 

The rule generation for the lower approximations is designed and implemented in 
this research. The proposed DRSA inferring the relational structure by the mathe-
matical programming makes optimal solutions available for objectives. In the re-
sults not only the rough approximations but also the dominance criteria and 
boundaries are provided. Based on the WCY 2010, the business finance and atti-
tudes & values are inferred as the dominance criteria for the top 10 nations. Na-
tions higher than or equal to the dominance boundaries at least sustain positions or 
made progress during 2009 ~ 2010.  
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Appendix (I) 

Table 4 Competitiveness ranks during 2009 ~ 2010 

competitiveness ranks
nations 

2009 2010 
progressing degenerating the top 10 nations 

Argentina 55 55    

Australia 7 5 1  1 

Austria 16 14 1   

Belgium 22 25  1  

Brazil 40 38 1   

Bulgaria 38 53  1  

Canada 8 7 1  1 

Chile 25 28  1  

China Mainland 20 18 1   

Colombia 51 45 1   

Croatia 53 56  1  

Czech Republic 29 29    

Denmark 5 13  1  

Estonia 35 34 1   

Finland 9 19  1  

France 28 24 1   

Germany 13 16  1  

Greece 52 46 1   

Hong Kong 2 2   1 

Hungary 45 42 1   

Iceland - 30  1  

India 30 31  1  

Indonesia 42 35 1   

Ireland 19 21  1  

Israel 24 17 1   

Italy 50 40 1   

Japan 17 27  1  

Jordan 41 50  1  

Kazakhstan 36 33 1   

Korea 27 23 1   

Lithuania 31 43  1  

Luxembourg 12 11 1   

Malaysia 18 10 1  1 

Mexico 46 47  1  

Netherlands 10 12  1  

New Zealand 15 20  1  
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Table 4 (continued) 

Norway 11 9 1  1 

Peru 37 41  1  

Philippines 43 39 1   

Poland 44 32 1   

Portugal 34 37  1  

Qatar 14 15  1  

Romania 54 54    

Russia 49 51  1  

Singapore 3 1 1  1 

Slovak Republic 33 49  1  

Slovenia 32 52  1  

South Africa 48 44 1   

Spain 39 36 1   

Sweden 6 6   1 

Switzerland 4 4   1 

Taiwan 23 8 1  1 

Thailand 26 26    

Turkey 47 48  1  

Ukraine 56 57  1  

United Kingdom 21 22  1  

USA 1 3  1 1 

Venezuela 57 58  1  
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A GPU-Based Parallel Algorithm for Large 
Scale Linear Programming Problem 

Jianming Li, Renping Lv, Xiangpei Hu, and Zhongqiang Jiang* 

Abstract. A GPU-based parallel algorithm to solve large scale linear programming 
problem is proposed in this research. It aims to improve the computing efficiency 
when the linear programming problem becomes sufficiently large scale or more 
complicated. This parallel algorithm, based on Gaussian elimination, uses the GPU 
(Graphics Processing Unit) for computationally intensive tasks such as basis matrix 
operation, canonical form transformation and entering variable selection. At the 
same time, CPU is used to control the iteration. Experimental results show that the 
algorithm is competitive with CPU algorithm and can greatly reduce the computing 
time, so the GPU-based parallel algorithm is an effective way to solve large scale 
linear programming problem.  

Keywords: Linear Programming, Parallel Algorithm, GPU, CUDA (Compute 
Unified Device Architecture). 

1   Introduction  

Linear programming problem is a basic branch of operational research. Linear 
programming algorithm was first presented by Dantzig in 1947. It plays a very 
important role in many kinds of economic activities such as allocation of funds and 
task scheduling [1-2]. It is mainly used to solve how to utilize existing resources to 
make the prospective goal achieving optimum. Although the existing linear 
programming problem algorithms are effective in solving many practical problems, 
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they have to run a long time to find solutions to large scale problems. To overcome 
this limitation, researchers have proposed some methods for improvement, such as 
the infeasible exterior point simplex algorithm for assignment problems[3] and the 
efficient search direction for linear programming problems[4]. These methods 
reduce the iterative times successfully, but fail to improve the efficiency of iterative 
process. Recently a more promising approach has attracted a lot of attention which 
parallelizes these algorithms on parallel or distributed computers[5-7]. It has 
advantages of reducing iteration times, speeding up the solving process. However 
these existing parallel algorithms have brought the users a lot of inconvenience due 
to the following drawbacks: (1) For most researchers, the parallel machines are too 
expensive, and the usage and management of parallel machines is relatively 
complex. (2) The frequent communications between CPUs in parallel machine are 
hardly acceptable in most parallel machines.  

In recent years, the increasing demand of the multimedia and games industries 
for accelerating 3D rendering has driven the development of graphics processing 
unit (GPU) [8-10]. These consumer-level GPUs are cost-effective not only for game 
playing, but also for scientific computing. Many researchers and developers have 
shown their interest in harnessing the power of commodity graphics hardware for 
general-purpose parallel computation [11-13]. JIN implements parallel linear 
programming algorithm on GPU Shader and speedup well. Comparing with GPU 
Shader, CUDA contains less passes, and it’s more efficient and flexible. Based on 
the analysis above, this paper will propose a linear programming algorithm based on 
GPU programming with CUDA. 

In section 2, we present our parallel linear programming algorithm principle. 
Then numerical experiment is given in section 3. We will give a conclusion and a 
description of our future work in the last section. 

2   GPU-Based Parallel Linear Programming Algorithm 

2.1   Linear Programming Problem 

Linear programming is the problem of optimizing a linear objective function 
subject to a set of linear constraints, either equalities or inequalities. The standard 
form is shown as follows:   
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Simplex algorithm is a classical method to solve the linear programming 
problem. After getting the standard form of linear programming problem, we can 
solve it through simplex algorithm. For the past few years, scholars have combined 
simplex algorithm, genetic algorithm and other integrated algorithm to improve the 
efficiency of solving linear programming. 

The algorithm procedures are illustrated in detail as following: 
 
Step 1. Initialization. Find out the initial feasible base, determine the basic 

feasible solution, calculate the value of objective function, and build the initial 
linear programming tableau.   

Step 2. Optimality criterion. Calculate check number vectors; test the check 
numbers of non basic variable 

jx .  ∑
=

−=
m

i
ijijj acc

1

σ  

Stop if 0≤jσ , so we find the optimum solution, otherwise go to the next step.  

Step 3. Insolubleness check. Find out 
kj σσ =)max(  among 

nmjj ,1,0 +=>σ . Identify kx  as entering variable. The problem is 

insoluble if the counterpart coefficient column vector 0≤kA , then stop. Otherwise 

calculate the θ . 
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Identify lx  as s leaving variable and turn to the next step. 

Step 4. The leaving variable of lx  and entering variable of kx . Use Gauss 

elimination method to process elementary transformation matrices with pivot 

element lka . Transform the counterpart column vector of 
kx and 

T
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Transform lx  from feasible basis Bx into kx , and get new linear programming 

tableau. Turn to step 2. 
While processing large-scale linear programming problem, each iteration of 

simplex algorithm takes a lot of computing time. The time complexity of CPU is 
related to m * m .  

2.2   Principle of GPU-Based Parallel Algorithm 

Simplex algorithm can be transformed to SIMD process in GPU with adequately 
utilizing the ability of high speed floating-point calculation and parallel calculation 
of GPU.  Parallel algorithm will improve the efficiency of solving large-scale linear 
programming problem. Simplex algorithm entirety is iteration process that the 
calculation of current iteration depends on previous iteration. The parallel simplex 
algorithm based on GPU is divided into four parts: (1) parallel simplex algorithm of 
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linear programming, (2) parallel calculation of canonical form, leaving and enter 
variables, (3) implementation of GPU-based parallel algorithm, (4) optimizing the 
use of GPU memory. 

2.2.1   Parallel Simplex Algorithm of Linear Programming 

In each iteration, computational intensive tasks are concentrated on elementary 
transformation matrices. The process of coefficient matrix need nm *  time-steps 
on CPU. After attentively considering, we would find that the operation on each 
element of the coefficient matrix is independent. Mapping the operation on the 
elements of each row in coefficient matrix to a thread in GPU is feasible. This paper 
use CPU to control the iteration while use GPU for calculating intensive tasks. So 
the canonical form and checkout vector σ  could be calculated by n  threads 
simultaneously that will greatly reduce computation time of each iteration.  

2.2.2   Parallel Calculation of Canonical Form, Leaving and Entering 
Variables 

Computationally intensive tasks are assigned to GPU, such as entering variable 
selection, leaving variable selection and calculating canonical form while are 
concentrated at step 4 in section 2.1. Calculation of canonical form is divided into 
two steps: changing pivotal element to one and rotate variable. We change pivotal 
element to one through dividing the element of the pivot row by pivotal element. It 
needs n time-steps in CPU while one time-step in GPU through mapping element i 
to thread blocks Ti (0<= i <n). The figure 1 shows the process of changing pivotal 
element to one.  

)1,,1,0( −= niai
 

Fig. 1 The comparison of changing pivotal element to one between CPU and GPU 
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Entering variable is the largest variable in checkout vector. We use parallel 
reducing algorithm to find it out as shown in figure 2. The process in CPU need n-1 
time-steps while (log n) time-steps in GPU. The process of leaving variable also 
uses parallel reducing algorithm. 

 

Fig. 2 Parallel reducing algorithm 

2.3   Implementation of GPU-Based Parallel Algorithm 

In the part, we realize the parallel linear programming algorithm in GPU using 
CUDA.  

(1) Variable definition:  
n : The number of variables in standard form; 
m : The number of constraint conditions; 

]][[ nmA : Coefficient matrix; 

c : Cost vector; 
b : Right-hand member vector. 

(2) The execution step of the program: 
Step 1: Initialize parameters. Convert linear programming problem to standard 

form by adding slack variable and surplus variable in CPU; Initialize m  and n and 

matrix ]][[ nmA ; Transmit data to GPU. 

Step 2: Calculate basis feasible solution in GPU. 

Step 3: Calculate kj σσ =)max(  in GPU using parallel reducing algorithm, 

calculate entering variable kx  and judge whether the optimal solution has been 

obtained in CPU. 
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Step 4: Parallel calculate θ  in GPU, calculate leaving variable lx  and judge 

whether the problem is unbounded in CPU. 

Step 5: Make Gauss transformation using lka  as pivotal element, go to Step 2. 

Following is the flow chart of our algorithm: 

�

 

Fig. 3 Flow chart of the parallel simplex algorithm based on GPU-acceleration 

2.4   Optimizing the Use of GPU Memory 

In order to improve the GPU memory use of parallel linear programming algorithm, 
we propose the following improvement:  

 
(1) Optimizing use of GPU chip memory. Each thread needs to visit column k  

of coefficient matrix during the Gauss transformation. According to the feature of 
GPU, the access speed of shared memory is faster than that of global memory. So 
the column k  is copied from global memory to shared memory. Each thread of a 
block just reads data from shared memory during computing which will reduce the 
time of fetching data. To make full use of this feature, the number of threads in each 
block is set to the upmost value. 
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(2) The back-and-forth transmission of data between CPU and GPU take a 
negative effect to parallel simplex algorithm. So the frequency and quantity of data 
transmission should be reduced as far as possible. In this paper, the transmitted data 
in each cycle just include two integers which are used to judge whether the optimal 
solution is already obtained and whether the problem is unbounded. 

3   Experimental Results and Analysis 

We apply our algorithm to a set of linear programming problems. In order to 
analyze the relation between the accelerating effect and the column number m , the 
row number n  of coefficient matrix, we performed two experiments on a computer 
which has 1.6GHz Core 2 Inter 2140 processor, 2048M RAM, NVDIA GeForce 
9800GT display card and Windows 7 operation system.   

We applied GPU and CPU algorithm to each data group for 100 times and 
compare the average execution time of each algorithm. Table 1 and table 2 is the 
experimental results of each group. Logarithmic diagram 1 and diagram 2 show the 
difference of algorithm execution time between CPU and GPU. 

Table 1 Coefficient matrix m=n 

m n CPU times (ms) GPU times (ms) Speed-up 

100 100 57 50 1.1 
200 200 162 72 2.3 

500 500 1004 104 9.7 

1000 1000 3912 180 21.7 

2000 2000 15123 295 51.3 

5000 5000 96413 1166 82.7 

7000 7000 192499 1604 120.0 

Table 2 Coefficient matrix m>>n 

m n CPU times(ms) GPU times(ms) Speed-up 

100 10 41 42 - 
200 10 95 67 1.4 

500 10 478 81 5.9 

1000 10 1945 181 10.7 

2000 10 7410 249 29.8 

5000 10 39021 530 73.6 

7000 10 64715 754 85.8 
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Fig. 5 m >> n 

The results indicate that our parallel algorithm has the following advantages: 

(1) Better speed-up. Datum in Table 1 shows the execution time of parallel linear 
programming algorithm is shorter than CPU method. The speedup ratio is 120 when 
the scale of coefficient matrix’s size reaches to 7000*7000. While the linear 
programming problem’s scale is larger, the effect of acceleration of parallel simplex 
algorithm is more obviously. 

(2) The speed-up ratio linearly correlates with m . When m is  equal to n , 
Figure 4 indicates that the execution time of CPU is related to m * m , and the time 
complexity in theory is ))(*( nmmO + . The execution time of GPU linearly 

correlates with m , and the time complexity in theory is )( nmO + . In the case 
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that m is far larger or smaller  than n , our algorithm doesn’t perform well, see 
Figure 4 and Figure 5.  To sum up, our algorithm has the most obvious acceleration 
result when m and n  are both large. 

4   Conclusions 

In this paper, we propose a GPU-based parallel algorithm to solve large scale linear 
programming problem. From the analysis of experimental results, we can conclude 
that our algorithm is competitive with CPU algorithm, it can greatly reduce the 
computing time. Therefore, the GPU-based parallel algorithm is an effective way to 
solve the large scale linear programming problem. 

As pointed out above, the advantages of the results are summarized as follows. 
From a theoretical perspective, our algorithm is a parallel algorithm other than 
serial algorithm, so the computing time can be greatly reduced. This research 
contributes to the literature on the large scale linear programming problem. From a 
practical perspective, the proposed algorithm provides a helpful decision-making 
tool to ordinary users who are hard to contact with parallel machine, to solve large 
scale problems, such as production planning problems, inventory control, etc. 
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A Hybrid MCDM Model on Technology 
Assessment to Business Strategy  
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and Gwo-Hshiung Tzeng*

 

Abstract. The wave of globalization, and government’s policy towards joining re-
gional market with boundary-less. The entire market becomes a fair and fully com-
petitive market environment, and in order to develop feasible technology strategies. 
Technology Assessment (TA) is being increasingly viewed as an important tool to 
aid in the shift towards technology development. The paper aims at to reflect differ-
ent aspects of technology assessment and their relative importance for future busi-
ness strategy. We adopt the hierarchical model with multiple criteria to evaluate the 
alternative concepts in approaching technology assessment process for business 
strategy (BS). This paper use DANP methods includes DEMATEL, and ANP to es-
tablish the investment model. The preference of strategies is demonstrated by 
VIKOR for selecting appropriate alternatives. The relationship of interdependence 
and feedback from criteria to influence the setting priority of strategies are dis-
cussed. The presented model appears to be comprehensive, flexible and easy to im-
plement in managerial practice.  The numerical example is illustrated.  

Keywords: Technology Assessment, Business Management (BS), Multiple Crite-
ria Decision Making (MCDM), DEMATEL (Decision Making Trial and Evalua-
tion Laboratory), Analytic Network Process (ANP), VIKOR (VlseKriterijumska 
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1   Introduction 

Technology Assessment (TA) is as an important tool to aid in the shift towards 
technology development. TA is a wide concept and evolving at the different lev-
els: national, industrial and corporate. This article aims to provide some clarifica-
tion by reflecting on the different aspects described in the literature as the forms of 
TA, and evaluating them in terms of their potential contributions to business  
performance. 

For a growing international business, it is facing to the increasingly complex 
operations in many aspects, including finance, general administration, logistic, 
sales and marketing, and manufacturing. Although multinational cooperation has 
ample resources and well experienced in cross-nation management, they have to 
integrate their global information technology and establish and unified strategy for 
universal implementation, so as to enable monitoring and assisting the operations 
of all subsidiaries around the globe in an effective and timely manner. As such, 
TA starts to play an increasingly important role in developing responsive technol-
ogy compatibility and innovative strategies under the intense local market compe-
tition. Both Russian and Taiwanese multinational corporations face the issues of 
the application business deployment and system integration and maintenance ar-
chitecture, regardless of the management style of the regional cultures – organiza-
tion (business units) and information architecture is centralized, decentralized, or 
both. This study discusses multinational corporations’ business modes – functions, 
organization, system on integration and maintenance, and related theories with 
hybrid Multiple Criteria Decision Making (MCDM) for performance evaluation 
toward to guidance business strategies. The numerical example is presented to en-
sure the method is feasible and useful for the illustrations. 

2   Technology Assessments  

There are many empirical studies on TA (Coates, 1980; Schot and Rip, 1997; Van 
Den Ende et al., 1998; Van Eijndhoven, 1997). Pope et al. (2004) presents a con-
ceptualizing sustainability assessment and uses a concept of “integrated assess-
ment” to achieve the impact of strategic assessment. Smits and Leijten (1991) fo-
cus on TA as a process consisting of analyses of technological development and 
its consequences and of debate in relationship to these consequences. It provides 
information that could help the company involved in developing their strategies. 
Coates (1980) presents that TA is a class of policy studies which systematically 
examine the effects on society that may occur when a technology is introduced, 
extended or modified. It emphasizes those consequences that are unintended, indi-
rect or delayed. Cetron and Connor (1972) attempt to establish an early warning 
system to detect, control, and direct technological changes and developments so as 
to maximize the public good while minimizing the public risks. Pretorius and de 
Wet (2000) define a framework by the hierarchical structure of the enterprise to 
assess the impact of manufacturing technology on the productivity and competi-
tiveness of the enterprise. 
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Following the previous findings, Lo (2010) and Lo et al. (2007) presents the at-
tributes of TA and the hierarchy structure of evaluation model (as Fig. 1) on cor-
porate level that are important to users and investors, including capability-R&D, 
competition-rivalry, competence-manufacturing, and customer-market. In this ap-
proach we incorporate the four-aspect of TA accordingly to the concepts of multi-
ple criteria quantitative modeling. The main goal TA is divided into four aspects at 
the second level of the hierarchy. Every aspect is divided into three or four criteria 
at the next level. 
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Fig. 1 Framework to Hierarchy Structure for Technology Assessment 

3   Assessment Model 

This paper is combining DEMATEL, ANP and VIKOR for solving the depend-
ence and feedback problems (relationship map, weighted, and ranking) to reflect 
to the real world. Across this method we recognize the gaps and guide the direc-
tion for business strategies of potential partners from Taiwan and Russia. This 
study aims to decide the sub-factors that would affect mutual influence of four 
perspectives and sub-factors, and to establish a more complete business strategy 
evaluation framework of TA.  

3.1   A Hybrid MCDM Model for Business Opportunity Evaluation 

The evaluation procedure of this study consists of several steps. First, we identify 
the aspects (dimensions) and criteria that managers (people who concerns the busi-
ness opportunities with Taiwan and Russia) consider the most important. After con-
structing the evaluation criteria hierarchy, we manipulate DEMATEL technique to 
build an network-relationship map (NRM) and an ANP method is then used to ob-
tain the relative importance of weightings in preferences for each criterion. The 
measurement of performance corresponding to each criterion is conducted under 
surveying the domain experts. Finally, we conduct VIKOR method and to index  
criteria of identifying a way to achieve the aspired outcomes as well as the ranking 
results. The ANP method currently deals with normalization in the supermatrix by 
assuming each cluster has equal weight. Although the method to normalize the  
supermatrix is easy, using the assumption of equal weight for each cluster to obtain 
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the weighted supermatrix seems to be irrational because there are different degrees 
of influence among the criteria in real world (Ou Yang et al., 2008). 

3.2   About the Methodologies 

The DEMATEL technique was developed by the Battelle Geneva Institute: (1) to 
analyze complex ‘real world problems’ dealing mainly with interactive map-
model techniques; and (2) to build qualitative and factor-linked aspects of societal 
problems (Gabus & Fontela, 1972). The DEMATEL technique was used to inves-
tigate and solve the complicated problem group. DEMATEL technique was de-
veloped with the belief that the pioneering and proper use of scientific research 
methods could help to illuminate specific and intertwined phenomena and contrib-
ute to the recognition of practical solutions through a hierarchical structure. The 
methodology, according to the concrete characteristics of objective affairs, can 
verify interdependence among variables/ attributes and confine the relationship 
that reflects the characteristics with an essential system and evolutionary trend. 
DEMATEL has been successfully applied in many situations such as marketing 
strategies, e-learning evaluations, control systems, safety problems, and environ-
ment watershed plans (Liou et al., 2007; Tzeng et al., 2007). 

The ANP is the general form of the analytic hierarchy process (AHP) (Saaty, 
1980) which has been used in MCDM to release the restriction of hierarchical 
structure. The ANP method is expressed by a unidirectional hierarchical relation-
ship among decision levels. The top element of the hierarchy is the overall goal 
for the decision model. The hierarchy decomposes to a more specific criterion, un-
til a level of manageable decision criteria is met. Under each criterion, sub-criteria 
elements relative to the criterion can be constructed. The ANP separates complex 
decision problems into elements within a simplified hierarchical system. This 
study adopt the concept of ANP and combing DEMATEL and ANP method using 
in obtaining the relationship between each dimension/criteria and the relative 
weight of criteria.  

The VIKOR method was developed for multi-criteria optimization of complex 
system. It determines the compromise ranking list, the compromise solution, and 
the weight stability intervals for preference stability of the compromise solution 
obtained with the initial given weights. This method focuses on ranking and se-
lecting from a set of alternatives in the presence of conflicting criteria. It intro-
duces the multi-criteria ranking index based on the particular measure of “close-
ness” to the “ideal” solution (Opricovic & Tzeng, 2004). Assuming that each 
alternative is evaluated according to each criterion function, the compromise rank-
ing could be performed by comparing the measure of closeness to the ideal alter-
native. The multi-criteria measure for compromise ranking is developed which 
used as an aggregating function in a compromise programming method. 

4   Numerical Example 

This research involves several objects both from Taiwan and Russia, which are 
High-Tech manufacturing related leaders, telecom experts from different function 
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which includes top management, senior R&D, the senior administrative personnel 
and marketing functions. The questionnaire of TA evaluation mainly was com-
posed of two parts: questions for evaluating the relative importance of criteria and 
company’s performance corresponding to each criterion.  

Table 1 The total-influence dimensions matrix TD. 

Dimensions RD CE CM CS ri 

RD 0.292 0.387 0.342 0.596 1.616 

CE 0.512 0.252 0.343 0.589 1.695 

CM 0.355 0.291 0.213 0.550 1.409 

CS 0.728 0.620 0.644 0.924 2.915 

si 1.887 1.549 1.541 2.659  

Table 2 The sum of influences cause and affected on dimensions and criteria. 

Dimensions/Criteria ir  is
 i ir s+  i ir s−

 

A. Research and Development (RD) 1.616  1.887  3.503  -0.270  

6.992  6.472  13.464  0.520  

6.316  6.887  13.203  -0.571  

6.599  6.808  13.407  -0.209  

     a1 Technology Product 

     a2 Related Technologies 

     a3 Compatibility 

     a4 Reusable 6.675  6.577  13.252  0.098  

B. Competition Environment (CE)  1.695  1.549  3.244  0.146  

7.012  5.407  12.419  1.605  

6.780  6.566  13.346  0.214  

     b1 Rivalry 

     b2 Market 

     b3 Supplier 6.313  6.199  12.512  0.114  

C. Competence of Manufacturing (CM) 1.409  1.541  2.950  -0.132  

6.741  6.744  13.485  -0.003  

6.416  6.737  13.153  -0.321  

6.810  7.543  14.353  -0.733  

     c1 Capability 

     c2 Utilization 

     c3 Productivity 

     c4 Flexibility 7.251  6.564  13.815  0.687  

D. Customer Service (CS)  2.915  2.659  5.574  0.256  

6.877  6.828  13.705  0.049  

5.995  6.980  12.975  -0.985  

5.626  6.611  12.237  -0.985  

     d1 Quality 

     d2 Timing 

     d3 Delivery 

     d4 Adaptability 6.741  6.221  12.962  0.520  

 
To gain information that is more valuable for making decisions, we use four 

dimensions as of Research and Development (RD), Competence of Manufacturing 
(CM), Competition Environment (CE) and Customer Service (CS) to draw a  
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relationships diagram of business opportunities by TA evaluating and ANP to de-
termine the evaluation criteria weights and rank the priority. As Table 1, Table 2 
and Table 3 present the total-influence dimensions matrix, the sum of influences 
cause and affected on dimensions/criteria and its weights. 

By the improvement from the consideration of its interrelationship, influence on 
cause and affect. Fig. 2 demonstrated the directions for strategic move by priority. 
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Fig. 2 The impact NRM of relations 

The overall relative weights of the four aspects of TA, which are obtained by 
applying ANP. Due to the differences of TA environment, construction of the 
technology platform, business function, industry position and so forth, the various 
units lead the thought on a difference into the way of analysis by job function. We 
set several groups to calculate the relative weights as Table 3. Obviously, except 
administration group, the other groups’ shows consistent on the rank with the se-
quence of RD, CM, CE and CS. 
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Table 3 The Weights of Respond TA 

  Item RD [w1] CE [w2] CM [w3] CS [w4] 

Management 0.432 (1) 0.152 (3) 0.228 (2) 0.138 (4) 

R&D 0.414 (1) 0.181 (3) 0.235 (2) 0.122 (4) 

Administration 0.279 (2) 0.204 (3) 0.182 (4) 0.284 (1) 

Operation 0.348 (1) 0.228 (3) 0.238 (2) 0.136 (4) 

Marketing 0.350 (1) 0.200 (3) 0.217 (2) 0.184 (4) 

 
From Table 4, the aspect of synthesis performance value for different functions, 

it shows Management has superior complacency for TA, next is Marketing then 
Administration, Operational function and the last is R&D, in sequence. 

Table 4 Overall Performance Measure if Different Functions 

Evaluation Criteria Management R&D Administration Operation Marketing 

a1 Technology Product 7.55 (12) 5.52 (15) 7.17 (9) 6.47 (14) 7.28 (10) 

a2 Related Technologies 8.02 (3) 6.10 (13) 7.26 (7) 6.83 (10) 7.99 (5) 

a3 Compatibility 7.97 (5) 7.04 (7) 8.39 (1) 7.05 (7) 7.16 (12) 

a4 Reusable 7.82 (7) 6.9 0(10) 7.30 (6) 7.11 (6) 7.26 (11) 

b1 Rivalry 7.39 (14) 6.98 (9) 7.75 (4) 6.32 (15) 8.25 (2) 

b2 Market 7.06 (15) 7.09 (6) 6.49 (15) 7.20 (4) 7.80 (8) 

b3 Supplier 7.80 (8) 7.96 (1) 6.94 (11) 6.93 (8) 6.90 (13) 

c1 Capability 7.61 (11) 7.30 (4) 7.22 (8) 6.56 (12) 8.07 (3) 

c2 Utilization 7.67 (10) 7.15 (5) 6.67 (14) 7.20 (4) 7.85 (7) 

c3 Productivity 7.44 (13) 6.06 (14) 6.94 (11) 6.63 (11) 6.76 (14) 

c4 Flexibility 8.03 (2) 6.79 (11) 7.13 (10) 6.56 (12) 6.64 (15) 

d1 Quality 7.94 (6) 6.14 (12) 7.49 (5) 7.29 (3) 8.07 (3) 

d2 Timing 8.16 (1) 7.04 (7) 6.90 (13) 8.04 (2) 7.35 (9) 

d3 Delivery 7.76 (9) 7.63 (2) 8.39 (1) 6.87 (9) 7.99 (5) 

d4 Adaptability 8.00 (4) 7.48 (3) 7.95 (3) 8.29 (1) 8.99 (1) 

Synthesis value (Rank) 77.38 (1) 68.46 (5) 73.05 (3) 70.58 (4) 76.48 (2) 

      Remark: synthesis value = performance value *10 * weight. 

 
The strategies/alternatives (Lo et al., 2007) are presented, which emphasizes the 

business goal of satisfying customers’ needs.  

– Innovation/Intelligent Property (IIP): Build an innovative environment for 
continuously technology development achievement; 
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– Knowledge Platform (KPF): Knowledge accumulation, problem solving, 
lesson learned and information sharing; 

– Response System (RPS): External environmental change to cause Mar-
ket/Operation strategies to be adjusted; 

– Communication System (CMS): a wide channel for customer services in 
viewing the progress of the on-line production and 24-hour on line service; 

– Efficiency Evaluation System (EES): Internal and external factors to move 
the operation work in effectively; 

– Competitiveness Evaluation System (CES): Evaluate the way of technol-
ogy adoption and shorten the time of technology development into produc-
tion phase. 

Beside, there is no business model or strategies can be applied to the real world 
all the same, so when adopting a feasible strategies in the changeable business en-
vironment, it is necessary to consider as our method which concerns customers’ 
feelings and needs, according to their tendency to find the gap to improve it as 
well as heading to achieve the ideal solution or aspired level. 

For the RD criterion, such priorities include related technologies, compatibility, 
reusable, and technology product. For the CE criterion, the priorities include mar-
ket, supplier, and rivalry. For the CM criterion, the priorities include productivity, 
capability, utilization, and flexibility. For the CS criterion, the priorities include 
timing, quality, delivery, and adaptability. Combing Fig. 2 and Table 5 which  
clarify that improvement of priorities in dimensions/criteria should be considered 
the NRM by thinking whole systems for reducing the gaps to achieve the custom-
ers’ needs, it is not only care about the weightings but also the influence by direc-
tion and indirection to each other.  

The performance evaluation has been demonstrated as Table 5 which combin-
ing with relative importance of criteria by ANP (global weights). We use the 
global weight in ANP to compare the performances of each alternative as the ANP 
provides significant feedback. Respondents were asked to evaluate the level of sat-
isfaction according to each criterion. The performance score and gap (by aspired 
level) for the possible alternatives of TA concerns is shown in Table 5. Using the 
performance values, relative results can be obtained. Therefore, the gap identified 
related to needs-recognition and evaluation of alternatives, which is the same as 
the DEMATEL of the impact-direction map shown in Fig. 2.  

By integrating and calculating the investigated data, we verify the overall  
performance and determine that RPS surpasses EES, which surpasses CES, KPF, 
IIP, and then CMS (as of RPS  EES  CES KPF IIP CMS). The overall 
performance value of EES (30.814) and CES (30.763) are close, whereas the  
CMS has a large gap from them. The performance indexes of CMS further  
demonstrates that the evaluation of alternatives is scored at 28.659 at the lowest 
point. Relatively, the gap analysis shows the priority (as of CMS  IIP  
KPF CES EES RPS) to problem solving could be the most suggested fur-
ther of next moves for business strategies. 
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Table 5 Performance Evaluation and Gaps Calculation 

Criteria \ Alternatives
Local

weight

Global

weight

(ANP)

Aspired

Level
IIP Gap IIP KPF Gap KPF RPS Gap RPS CMS Gap CMS EES Gap EES CES Gap CES

A. 0.270 8.083 (0.147) 8.500 (0.076) 7.384 (0.114) 6.520 (0.225) 7.943 (0.137) 7.296 (0.226)

a1 Technology Product 0.242 0.065 10.0 9.200 (0.080) 9.500 (0.050) 9.000 (0.100) 6.000 (0.400) 9.000 (0.100) 5.200 (0.480)

a2 Related Technologies 0.257 0.069 10.0 7.000 (0.300) 8.500 (0.150) 8.000 (0.200) 7.000 (0.300) 8.000 (0.200) 8.300 (0.170)

a3 Compatibility 0.254 0.069 10.0 8.000 (0.200) 9.000 (0.100) 8.500 (0.150) 8.000 (0.200) 7.600 (0.240) 7.400 (0.260)

a4 Reusable 0.246 0.066 10.0 8.200 (0.180) 7.000 (0.300) 4.000 (0.600) 5.000 (0.500) 7.200 (0.280) 8.200 (0.180)

B. 0.251 7.053 (0.295) 7.384 (0.262) 8.056 (0.194) 7.883 (0.212) 7.352 (0.265) 7.842 (0.216)

b1 Rivalry 0.298 0.075 10.0 8.000 (0.200) 6.000 (0.400) 8.000 (0.200) 7.000 (0.300) 7.200 (0.280) 8.600 (0.140)

b2 Market 0.361 0.091 10.0 8.400 (0.160) 7.000 (0.300) 9.100 (0.090) 8.500 (0.150) 8.000 (0.200) 8.200 (0.180)

b3 Suplier 0.341 0.086 10.0 4.800 (0.520) 9.000 (0.100) 7.000 (0.300) 8.000 (0.200) 6.800 (0.320) 6.800 (0.320)

C. 0.210 7.762 (0.175) 7.190 (0.199) 8.165 (0.129) 7.015 (0.244) 8.129 (0.116) 7.544 (0.175)

c1 Capability 0.245 0.051 10.0 7.200 (0.280) 8.000 (0.200) 9.000 (0.100) 6.000 (0.400) 8.400 (0.160) 7.000 (0.300)

c2 Utilization 0.244 0.051 10.0 7.800 (0.220) 6.000 (0.400) 6.700 (0.330) 5.000 (0.500) 8.800 (0.120) 8.000 (0.200)

c3 Productivity 0.273 0.057 10.0 8.200 (0.180) 7.000 (0.300) 8.000 (0.200) 8.000 (0.200) 7.400 (0.260) 7.400 (0.260)

c4 Flexibility 0.237 0.050 10.0 7.800 (0.220) 7.800 (0.220) 9.000 (0.100) 9.000 (0.100) 8.000 (0.200) 7.800 (0.220)

D. 0.269 7.145 (0.191) 7.549 (0.219) 8.757 (0.098) 7.242 (0.223) 7.389 (0.177) 8.081 (0.134)

d1 Quality 0.257 0.069 10.0 7.200 (0.280) 8.000 (0.200) 9.200 (0.080) 5.000 (0.500) 7.200 (0.280) 7.400 (0.260)

d2 Timing 0.262 0.070 10.0 6.400 (0.360) 9.000 (0.100) 9.000 (0.100) 8.000 (0.200) 6.800 (0.320) 7.800 (0.220)

d3 Delivery 0.247 0.066 10.0 8.200 (0.180) 7.000 (0.300) 8.000 (0.200) 9.000 (0.100) 8.200 (0.180) 8.600 (0.140)

d4 Adaptable 0.233 0.063 10.0 6.800 (0.320) 6.000 (0.400) 8.800 (0.120) 7.000 (0.300) 7.400 (0.260) 8.600 (0.140)

TOTAL 5.000 1.000 10.0 30.043 0.162 30.623 0.151 32.362 0.107 28.659 0.181 30.814 0.139 30.763 0.150

Performance Ranking for Alternative (Priority) 5 4 1 6 2 3

Priority for Problem Solving 2 3 6 1 5 4

Customer Service (CS)

Competitive Environment (CE)

Competence of Manufacturing (CM)

Research and Development (RD)

 
 

Based on the findings, CMS should be focused on improving on the way of 
communication skills (i.e. email, internet contact, satellite system,…,etc.) and 
more interactivities on human contact will be helpful; IIP should improve on the 
regulation of intellectual property protection, innovative environment, idea sharing 
and practice platform (innovation mechanism), and met expectations; and EES, 
CES, and KPF should improve product availability, market penetration, channel 
maintenance, feedback system, evaluation mechanism, monitor/auditing system, 
and knowledge sharing platform. These alternatives provide interaction or trade-
off on manipulation business strategies for foreign investment, it should improve 
their business models to achieve consumers’ needs, generate more repurchases, 
and devise the best marketing strategies for providing the most effective and effi-
cient ways to meet their stage-goal. 

5   Conclusions 

From the analysis result that we can recognize the practice of technology devel-
opment activities still have large space to promote their business across country 
via each studied objective in the Taiwan industry. Meanwhile, the analysis of the 
potential high-tech market force and technology development advantage in Russia 
reveals the way of collaboration could be taken into businesses considerations 
from both Taiwanese and Russian. 

Technology, marketing and production are the basic elements for TA. Timing 
to take action gives the opportunities more close to the reality. Using the 
DEMATEL in conjunction with an ANP, determine the relative weights of spe-
cific criteria. The proposed model is suitable for dealing with any complicated and 
complex decision-making issues whose criteria are interdependent. The analysis 
result presents several aspects to see the opportunities toward to TA in between 
Taiwan and Russia. Some issues from this study in technology concerns may also 
be considered. 
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1. Via the telecommunication market and equipment analysis, LAN equipment 
production is the most attractive for investors in Russia.  

2. Flexible and fast tool for efficient and prospective investment management 
skills in a large set of production tasks are required. 

3. Middle and small innovation enterprises with government support will be more 
attractive at point of view of guarantee supplying.  

4. For market opportunities, the particular economic zones with economical advan-
tages arisen the big interest (such like in West Siberia - Tomsk and Novosibirsk).  
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A Quantitative Model for Budget Allocation for 
Investment in Safety Measures 

Yuji Sato* 

Abstract. The objective of this study was to develop a quantitative model for 
budget allocation for investment in safety measures in a chemical plant, for deter-
mining the sustainability of the company. Developing the model in conjunction 
with decision-making on strategic investments for safety is complicated because of 
the subjective factors that enter into the inspection of chemical plants and the choice 
of appropriate safety measures. This study addressed this problem by applying the 
Analytic Hierarchy Process (AHP), showing how to quantify inherent risks within a 
chemical plant for the optimization of the budget allocation for investment in safety 
measures. A case study was carried out, which clarified the correlation between 
safety measures and the degree of risk reduction and guided how to allocate budget 
for safety measures. 

Keywords: budget allocation, investment in safety measures, percent complete. 

1   Introduction 

With growing interest in global environmental issues, chemical companies need to 
take responsibility for reducing plant-based risks such as fires, explosions or 
leakages, given their potentially devastating human and environmental conse-
quences. In addition to taking responsibility, companies need to adopt strategic 
investment in safety measures, which are inseparable from profit generation, due to 
the increasing focus on accountability to stakeholders. Developing a quantitative 
model for budget allocation for investment in safety measures is complicated, par-
ticularly in chemical companies, where the introduction of plant safety measures is 
critical to the success of risk management. In designing such a quantitative model 
for chemical plants, plant inspections by safety supervisors should form the core, 
taking into account intangible factors as well as objective plant data. In addition, 
safety managers must evaluate and choose safety measures in making decisions 
about strategic investments, which are usually costly and surrounded by uncertainty. 
Managers in chemical companies continually face such difficulties.  

                                                           
*Yuji Sato 
Graduate School of Policy Science, Mie Chukyo University, 1846, Kubo, Matsusaka, Mie, 
515-8511 Japan 
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The difficulties arise mainly from the subjective factors that enter into the in-
spection of chemical plants and the evaluation and choice of appropriate safety 
measures. First, the intangible factors include features such as smell, color and 
sound, which should be reflected in the output of the quantitative model but are 
rather difficult to quantify, often dependent on safety supervisors’ intuition after 
many years of experience. They would be able to refer to the quantitative data, such 
as the progression of number of accidents; those data, however, are not enough to 
capture the depth and richness of risk of the plant. Second, the evaluation and 
choice of appropriate safety measures is often beset by uncertainty over the likely 
effects of the different measures available, particularly given the rapidly changing 
technological environment. Thus, the design of the model and decision-making for 
budget allocation, relying heavily as it does on experience, knowledge, as well as 
intuition, means that the evaluation and choice of appropriate safety measures often 
lacks transparency and traceability. 

This paper aims to address this problem; dealing with intangible factors in risk 
assessment for chemical plants. Unlike previous studies, the quantifying scheme 
proposed for the intangible risk factors in chemical plants integrates subjective or 
qualitative information obtained from safety managers into a quantitative model for 
budget allocation. The quantification of risks is accomplished by an innovative 
decision support method, the Analytic Hierarchy Process (AHP), which is able to 
incorporate quantitative and qualitative judgments into evaluations. 

2   Literature Review 

Given the need for necessary and sufficient risk assessment within chemical plants, 
a variety of approaches have been proposed to date. Six Sigma, a business man-
agement strategy first implemented by Motorola in the 1980s and one of the most 
popular methods for product quality control (Tennant, 2001), can be applied to risk 
assessment for chemical plants. This method aims to improve the quality of the 
production process by specifying and eliminating defects in the manufacturing 
process. Six Sigma employs a set of quality management methods that suit risk 
management (Snee, 1999), including a statistical analysis method and a quality 
control method. Even with the wide dissemination of Six Sigma, there have been 
increasing concerns about its implementation failures. One of the main reasons for 
the failures is the lack of an appropriate model as to how to effectively guide the 
implementation of the method (Satya, 2009). In the application of this method to 
risk management, therefore, how to quantify intangible factors in assessing risks is 
a critical issue. 

Failure Modes and Effects Analysis (FMEA), a procedure in operations man-
agement formerly introduced by the U.S. Military Forces in the late 1940s, is also 
applicable to risk management. Although FMEA was initially developed by the 
military, the methodology is now extensively employed in a wide variety of in-
dustries to examine potential failures in products, processes, designs and services. It 
is integrated into Advanced Product Quality Planning to provide primary risk  
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mitigation tools and timing in the prevention strategy—both in design and in 
process formats (Zigmund and Pavel, 2009). While FMEA is powerful tool for the 
elimination or reduction of failures, how to determine risk priorities of failure 
modes has been an important issue. Traditional FMEA determines the risk priorities 
of failure modes by precisely assessing risk factors in terms of the occurrence, se-
verity and detection of each failure mode. This approach, however, is sometimes 
not feasible in actual application due to the subjectivity in rating the severity, oc-
currence and detection. Ying-Ming et al. (2007) have proposed treating the risk 
factors as fuzzy variables and evaluating them by using fuzzy linguistic terms and 
fuzzy ratings. Besides the subjectivity in judgment, FMEA does not determine the 
necessity for response, which may blind safety supervisors in risk assessment. 

All of these approaches build on the use of models and focus on how frequently 
failures (the cause of risks) occur, how serious their consequences are, and how 
easily they can be detected. Any model, however, is simplified and generalized, 
which means that the model has only a limited region of validity. It is the use of 
deficient models that actually poses the most serious threat to the validity of risk 
assessment (Björn, 2003). Even worse is the fact that the assumptions of modelling 
are often hard coded, which means that not only the validity of the model but also 
modelling flexibility and modularity are harmed (Zee, 2004).  

Furthermore, the number of studies on budget allocation for safety measures 
within chemical companies is limited because of inherent plant-based risks, which 
results in a lack of a “standard” scheme of optimization for the budget plan. 
Chemical companies surrounded by uncertainties such as unexpected loss of dis-
asters and safety measures’ envisaged economic effects, therefore, have tried to 
develop “haute couture” budget optimization by, for instance, consulting profes-
sional analysts for safety. While from the perspective of the uncertainty of the re-
sults of the investments, such as potential benefits or unexpected costs of early stage 
manufacturing technology, a budget plan for safety measures is similar to that for 
new technologies in manufacturing, which serves as a useful reference for this issue. 
As Beaumont (1999) ascertained, the criteria that firms use to make investment 
decisions in manufacturing technology are: how firms manage the introduction of 
new technology; whether firms experience unanticipated effects from new tech-
nology; what factors impede or assist its implementation. Some of these factors 
cannot be clarified before the investments are implemented. 

Although decision makers on investments are not completely ignorant of what 
the future might be, investment decisions are made under conditions of uncertainty. 
Frank (1998) considered the nature and acceptable level of risk, together with 
management’s personal attitude to risk. O’Brien and Smith (1993) also noted that 
investments in advanced manufacturing systems must be made while taking into 
account factors that are difficult to predict. In their paper, how a decision process 
might be designed and managed was discussed, and the application of the AHP was 
proposed. Most previous studies, including Frank (1998) and O’Brien and Smith 
(1993), however, focused solely on the efficacy and efficiency of each safety 
measure in conjunction with cost minimization; sustainability of a company was not 
taken into account. 
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3   Model 

In this section, a quantitative model for budget allocation for investment in safety 
measures in a chemical company is developed. The model reflects intangible risk 
factors while the plan considers global environmental protection issues as well as 
cost minimization. Although many risk assessments for chemical plants and ap-
proaches to budget allocation in risk management have been previously proposed, 
most have neglected intangible yet critical factors within risk assessment or just 
focused on cost minimization in risk reduction. Seen in this light, the approach 
proposed in this research is critical to the sustainability of the company. 

A quantitative model of risk assessment must include the intangible risk factors, 
and the outcome of the model must clarify how to allocate limited resources (e.g., 
people, goods and capital) to precautionary safety measures. The advantage of the 
AHP is that it is able to incorporate quantitative and qualitative judgments into 
assessment. It also makes the evaluation and choice of appropriate safety measures 
transparent and traceable, even though the design of the model relies heavily on not 
only experience and knowledge but also intuition. 

The quantification of the risks within chemical plants is undertaken using the 
following two steps, combining the breadth and depth of risks within the plants and 
incorporating quantitative and qualitative judgments in risk assessment.  

 
1. Identify and classify risks according to past experience  

Building on the chemical company’s existing accident response manual, an 
additional review of past accidents within the plants is undertaken. To support 
the process, interviews would be conducted with the organization maintaining 
statistics in this field, such as the Ministry of Economy, Trade and Industry in 
Japan.  
 

2. Develop a quantitative model of risk assessment reflecting safety supervisors’ 
perceptions  
A focus group with safety supervisors in the plants is held to capture the depth 
and richness of risk assessment within the plants. In this process, the issue of 
risks within the plants would be discussed with the professional analyst for 
safety. In capturing the safety supervisors’ perceptions, questionnaires 
including AHP-formatted questions would be used. This process facilitates 
clarification of the priority orders of different risks.  

 
Let wD={wdi} and wM={wmij}, respectively denote the weight of dimensions and 

that of measures of a risk reduction plan elicited by safety supervisors by using the 
AHP, where di    D and mij    M show a set of dimensions and measures, respectively. 
Further, let P={pij} denote percent complete of each measure, which represents the 
achievement record of each safety measure in comparison with the initial estimate 
each year. Then the degree of risk reduction can be defined as an index representing 
how high the risk level of the plants would be one year later: 

 
degree of risk reduction = ∑ i ∑ j wdi wmij pij.                                                         (1) 

∈∈
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As shown in equation (1), the degree of risk reduction is calculated as a ratio of risk 
level, which is not based on the number of accidents within the plants. The rationale 
for the definition is the fact that the model studied in this paper considers the predicted 
risk level based on the evaluation of each safety measure and its expected effect on 
risk reduction. In equation (1), the weights of each dimension and measure, di and mij, 
were quantified through discussion among the focus group within the plants, re-
flecting the consensus of safety supervisors. Percent complete pij, on the other hand, 
was estimated by the highly experienced safety supervisors in charge of each section. 
As a result, the risk level of the plants one year later can be predicted as: 

 
1 - (degree of risk reduction) = 1 - ∑ i ∑ j wdi wmij pij.                                            (2) 

4   A Case Study in a Japanese Chemical Company 

This section demonstrates an application of the quantitative model of risk assess-
ment proposed in this paper as used in a Japanese chemical company (whose name 
cannot be revealed due to a confidentiality agreement). Although the chemical 
company has tried to reduce the number of accidents, the current safety status of the 
plants is not satisfactory. Each division causes some type of accident, and facility 
error has become a major cause of accidents. What is worse is that the number of 
accidents increased 80% from 2007 to 2008, after they had succeeded in reducing 
the number of accidents in 2007. These situations require that the company takes 
preventive action immediately. 

To reduce risks, the company undertook case studies for shareholders, and con-
sulted a professional analyst for the safety of chemical plants. A focus group with 
safety supervisors in the plants classified risks within the plants into three dimensions 
as follows: Equipment (hazardous object facilities, poisonous object facilities, utility 
facilities, construction); Human (education and training, unsafe actions, security); 
Regulation and others (compliance, design review, inspection system). Based on the 
classification, concrete measures for risk reduction were proposed as shown in Table 1, 
consisting of company-wide projects and activities within the plants, and the risk re-
duction scheme was developed based on the safety measures listed in Table 1. 
 
Table 1 Safety measures for risk reduction. 
 

Measures 
Dimensions 

Projects Activities 

Equipment 

Emergency inspection 
Static electricity measure 
Tank preservation 
Failure Mode and Effect Analysis 

Electricity intentional preservation 
Environmental risk hedge activity 
Incinerator abolition 

Human 
Superintendent arousal 
Security intensification 

Natural calamity measure 
License institution 
OHSMS (Occupational Health and 

Safety Management System) 

Regulation 
Equipment measurement system 
Fire code observance 
Inspection system establishment 

Zero-emission activity 
5S activity 
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In developing the quantitative model for budget allocation for investment in 
safety measures for chemical plants, plant inspections by safety supervisors should 
form the core, taking into account intangible factors as well as objective plant data. 
Intangible factors such as smell, color and sound included in the inspection that 
should be reflected in the output of the model, however, are often difficult to 
quantify and often dependent on safety supervisors’ intuition based on many years 
of experience.  

In order to quantify these factors for the risk assessment, the AHP was applied in 
this study. Safety supervisors were required to answer a series of questions for-
matted by the AHP to derive the weights for the dimensions and measures. Omit-
ting the details of the procedure here, they conducted pairwise comparisons of all 
possible combinations of dimensions, such as “Which dimension do you think is 
more important for the risk reduction of our plants, Equipment or Regulation?” 
Within the chemical plants, the safety supervisors were required to evaluate the 
degree of importance of dimensions wD and that of measures wM, first. Then, the 
safety supervisors in each section measured the percent complete of each measure 
from the year 2007 to 2008. Lastly, the total degree of risk reduction from the year 
2007 (set 1) to 2008 was calculated.  

Table 2 summarizes the results obtained from the questionnaire formatted by the 
AHP. The numbers in the wD and wM columns represent the weights for measures 
normalized by the l1-norm within each dimension. In terms of the importance of 
dimensions, some supervisors emphasized the importance of Equipment, and others 
that of Human. In the aggregate, the safety supervisors weighted Human (wd2) most, 
0.390. For the measures, tank preservation (wm13) ranked highest, 0.201, among the 
measures for Equipment; OHSMS (Occupational Health and Safety Management 
System) (wm25) ranked highest, 0.303, among those for Human; and fire code ob-
servance (wm32) ranked highest, 0.329, among those for Regulation. Thus, the de-
gree of risk reduction was estimated to be 0.392, as of the end of 2008, according to 
the percent complete of each measure from 2007 to 2008.  

Based on these results obtained from the quantitative model, safety supervisors 
would be able to rationally allocate budget for safety measures. Being clarified the 
correlation between safety measures and the degree of risk reduction, safety su-
pervisors may relate the investment amount for safety measures and the percent 
complete pij in this paper. Then the budget allocation could be optimized such as by 
linear programing or other optimization methods. In case LP would be applied to 
the optimization, cost minimization problem with objective function minimizing 
investment amounts and with budget constraints could be formulated. In the opti-
mization, a budget allocation for investment entails not only minimizing costs for 
risk reduction but also integrating the economic, legal and social engineering per-
spectives, such as “Zero-emission activity” or “5S activity,” within the framework 
shown in Table 1. 
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5   Concluding Remarks 

This paper focuses on a quantitative model of risk assessment for a chemical 
company, and the correlation between safety measures and the degree of risk re-
duction are clarified by applying the AHP. Inherent risks of the chemical plants are 
quantified based on both concrete measures for risk reduction and the consensus of 
safety supervisors in the plants. In addition, the degree of risk reduction is evaluated 
based on the importance and the percent complete of safety measures for risk re-
duction, which guides the allocation of budget for investment in safety measures.   

Two open-ended questions remain. First, how to approximate the percent com-
plete of each safety measure for actual cases within chemical companies. The rela-
tionship between investment amounts and percent complete of each safety measure 
just might not lend itself to linear approximation. In such cases, the process of a 
safety measure needs to be segmented so as to formulate an LP problem. Second, 
how to establish a feedback system to refine the safety supervisors’ subjective 
judgments in risk assessment. Since the quantitative model of risk assessment de-
veloped in this paper is based on plant inspections by safety supervisors, improving 
the predictive accuracy and taking on broad intangible factors in addition to the 
objective plant data is crucial. 
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Adapted Queueing Algorithms for Process
Chains

Ágnes Bogárdi-Mészöly, András Rövid, and Péter Földesi

Abstract. Process chains are a common modeling paradigm for analysis and opti-
mization of logistic processes, and are intensively used in many practical applica-
tions. The ProC/B toolset is a collection of software tools for modeling, analysis,
validation and optimization of process chains. The ProC/B models can be trans-
lated into queueing networks or Petri nets, which can be solved by effective tech-
niques and algorithms to evaluate performance metrics. The base queueing model
with Mean-Value Analysis evaluation algorithm, and their adaptations for modeling
thread pool and queue limit have been verified and validated for multi-tier software
systems. The goal of our work is to adapt these models and algorithms for process
chains to model parallel processes and queue limit.

1 Introduction

Process chains are a common modeling paradigm for analysis and optimization of
logistic processes [1], and are intensively used in many practical applications.

Different useful approaches have been developed to model the behavior and per-
formance of systems composed from many interacting components with known
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characteristics. In case of logistic systems the components stand for processes re-
lated to the collection of steps in the supply chain. As an other example the multi-tier
software systems can also be mentioned, where components are related to requests
corresponding to certain tiers of the system. There is a demand for researching the
ways how performance models of such systems can become more efficient as well
as validated.

In most of the cases these systems can advantageously be represented for instance
by queueing networks or Petri nets, which support effective techniques and algo-
rithms to determine their performance metrics. However, in logistic systems instead
of the mentioned models mainly the process-chain based specification is applied,
which cannot directly be utilized by techniques developed for queueing networks or
Petri nets.

When talking about process-chains the ProC/B formalism [2] can be mentioned
as a modeling language designed to the needs of logistic networks, accompanied by
the so called ProC/B tool, aimed for modeling, analysis, validation and optimization
of process oriented systems [3, 4]. Furthermore, with the help of the ProC/B tool
the mapping of ProC/B models onto queueing networks or Petri nets can also be
performed [5, 6], such a way indirectly allowing the application of performance
models and algorithms designed for them. The general scheme of mapping ProC/B
models onto queueing networks is fairly natural. A standard queueing network is
characterized by a set of queues and a set of routing chains as capturing system
structure and behavior, respectively.

The paper is organized as follows. Section 2 covers the background and related
work. Section 3 provides and analyzes a novel algorithm to model parallel processes.
Section 4 proposes and investigates an adapted model and algorithm with queue
limit. Finally, Section 5 reports conclusions and future work.

2 Background and Related Work

Queueing theory [7, 8] is one of the key analytical modeling techniques used for
information system performance analysis [9]. Queueing networks and their exten-
sions (such as queueing Petri nets [10]) have also been proposed to model web-based
software systems[11, 12, 13].

This section discusses the base queueing network model and the Mean-Value
Analysis evaluation algorithm for multi-tier software systems used in this paper as
basis for modeling process chains.

Definition 1. The base queueing model is defined for multi-tier information sys-
tems [13, 14], which are modeled as a network of M queues Q1, ...,QM illustrated in
Fig. 1. Each queue represents an application tier. Sm denotes the service time of a re-
quest at Qm (1 ≤ m ≤ M). A request can take multiple visits to each queue during its
overall execution, thus, there are transitions from each queue to its successor and its
predecessor, as well. Namely, a request from queue Qm either returns to Qm−1 with
a certain probability pm, or proceeds to Qm+1 with the probability 1− pm. There are
only two exceptions: the last queue QM , where all the requests return to the previous
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queue (pM = 1) and the first queue Q1, where the transition to the preceding queue
denotes the completion of a request. Internet workloads are usually session-based.
The model can handle session-based workloads as an infinite server queueing sys-
tem Q0 that feeds the network of queues and forms the closed queueing network
depicted in Fig. 1. Each active session is in accordance with occupying one server
in Q0. The time spent at Q0 corresponds to the user think time Z.

Fig. 1 Modeling a multi-tier information system using a queueing network

A product form network should satisfy the conditions of job flow balance, one-step
behavior, and device homogeneity [9]. The job flow balance assumption holds only
in some observation periods, namely, it is a good approximation for long observation
intervals since the ratio of unfinished jobs to completed jobs is small.

The MVA algorithm for closed queueing networks [9, 15] iteratively computes
the average response time and the throughput performance metrics. The model can
be evaluated for a given number of concurrent sessions N. A session in the model
corresponds to a customer in the evaluation algorithm. The algorithm uses visit num-
bers instead of transition probabilities, and visit numbers can be easily derived from
transition probabilities.

The algorithm introduces the customers into the queueing network one by one
(1 ≤ n ≤ N). The cycle terminates when all the customers have been entered. The
pseudo code of the MVA algorithm is as follows.

Algorithm 1. Pseudo code of the MVA algorithm
1: for all m = 1 to M do
2: Lm = 0
3: for all n = 1 to N do
4: for all m = 1 to M do
5: Rm = Vm ·Sm · (1+Lm)

6: R =
M
∑

m=1
Rm

7: τ = n/(Z +R)
8: for all m = 1 to M do
9: Lm = τ ·Rm
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Definition 2. The Mean-Value Analysis (MVA) is defined by Algorithm 1, where
the input parameters of the algorithm are the number of customers (N), the number
of tiers (M), the average user think time (Z), the visit number (Vm) and the average
service time (Sm) for Qm (1 ≤ m ≤ M). Moreover, the output parameters are the
throughput (τ), the response time (R), the response time for Qm (Rm) and the average
length of Qm (Lm).

The MVA algorithm for closed queueing networks is applicable only if the network
is in product form. In addition, the queues are assumed to be either fixed-capacity
service centers or infinite servers, and in both cases, exponentially distributed ser-
vice times are assumed.

Remark 1. Since the base queueing model satisfies the conditions above, the MVA
algorithm can evaluate the base queueing model.

Remark 2. The computational complexity of the MVA algorithm (Definition 2) is
Θ(N ·M), where N is the number of customers and M is the number of tiers.

In this paper adapted models and algorithms for process chains have been introduced
in order to model parallel processes and queue limit. The following adapted models
and algorithms for modeling thread pool and queue limit have been verified and
validated for multi-tier software systems [16, 18, 17]. The verification and validation
for process chains are a subject of future work.

3 Adapted Algorithm for Parallel Processes

The base queueing model (Definition 1) may be applied also for modeling process
chains. The chain elements should be organized into tiers by maintaining the rule,
that only elements of neighbouring tiers may communicate. Elements belonging to
the same tier should have the same purpose.

The MVA evaluation algorithm (Definition 2) can be adapted in order to model
parallel processes, as well. Assume that the actual request contains sequential as
well as parallel process elements. Parallel elements can be performed simultane-
ously with a sequential element.

Definition 3. The adapted MVA for parallel processes (MVA-PP) is defined by Al-
gorithm 2, where the index s is related to a sequential process element index and the
index p corresponds to a parallel process element index from 1 ≤ m ≤ M.

Proposition 1. The novel MVA-PP (Definition 3) can evaluate the base queueing
model (Definition 1).

Proof. Since the MVA evaluation algorithm (Definition 2) can evaluate the base
queueing model (Definition 1) shown in Remark 1, and the extensions have not
modified the original part of the algorithm, thus, only the extensions have to be
proven. In Step 9 of Algorithm 2, the queue length Lm has to be modified to model
parallel processes. In Steps 10 and 11 of the algorithm, since the queue length cannot
be negative, if the obtained queue length Lm would be negative, it has to be zero.
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Algorithm 2. Pseudo code of the MVA-PP
1: for all m = 1 to M do
2: Lm = 0
3: for all n = 1 to N do
4: for all m = 1 to M do
5: Rm = Vm ·Sm · (1+Lm)

6: R =
M
∑

m=1
Rm

7: τ = n/(Z +R)
8: for all p = 1 to M do
9: if p is parallel then

10: Lp = τ ·Rp − Ss
Sp

·Ls

11: if Lp< 0 then
12: Lp = 0
13: for all s = 1 to M do
14: if s is sequential then
15: Ls = τ ·Rs

Proposition 2. The computational complexity of the novel MVA-PP (Definition 3)
is Θ(N ·M).

Proof. Assume that each execution of the ith line takes time ci, where ci is a con-
stant. The total running time is the sum of running times for each statement exe-
cuted. A statement that takes ci time to execute and is executed n times contributes
ci ·n to the total running time.

The worst-case running time of this novel MVA-PP can be seen in below. If N
and M is finite, the computational time is finite, the algorithm is terminating.

(c4 + c5 + c8 + c9 + c10 + c11 + c12 + c13 + c14 + c15) ·N ·M + (1)

(c3 + c4 + c6 + c7 + c8 + c13) ·N + (2)

(c1 + c2) ·M +(c1 + c3) (3)

Consider only the leading term of the formula, since the lower-order terms are
relatively insignificant for large N and M. The constant coefficient of the leading
term can be ignored, since constant factors are less significant than the order of
growth in determining computational efficiency for large inputs.

Since the order of growth of the best-case and worst-case running times is the
same, the asymptotic lower and upper bounds are the same, thus, the computational
complexity is Θ(N ·M).

4 Adapted Algorithm for Queue Limit

The base queueing model (Definition 1) and the MVA evaluation algorithm (Defi-
nition 2) can be adapted in order to model the queue limit. If the current requests
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exceed the queue limit, the next incoming requests will be rejected. In these cases,
the queue length does not have to be updated.

Definition 4. The adapted queueing model with queue limit (QM-QL) is defined by
Fig. 2, where the Qdrop is an infinite server queueing system, the Zdrop is the time
spent at Qdrop, the QL is the queue limit. If the QL is less than the queued requests

sum
M
∑

m=1
Lm, the next requests proceed to Qdrop. Requests from Qdrop proceed back

to Q0, namely, these requests are reissued.

Fig. 2 Adapted queueing model with queue limit

Definition 5. The adapted MVA with queue limit (MVA-QL) is defined by Algo-
rithm 3, where the Zdrop is the time spent at Qdrop, the QL is the queue limit.

Proposition 3. The novel MVA-QL (Definition 5) can be applied as an approxima-
tion method to the proposed QM-QL (Definition 4).

Proof. The QM-QL model does not satisfy the condition of job flow balance (see in
Section 2). Thus, the MVA-QL evaluation algorithm can be applied as an approxi-
mation method to the QM-QL model.

In Step 8 of Algorithm 3, when it computes the throughput, the Zdrop of the model
is taken into consideration similarly to Z. In Steps 11 and 13 of the algorithm, if the

QL is less than the queued requests sum
M
∑

m=1
Lm, the next requests proceed to Qdrop

in the model, the queue length does not have to be updated in the algorithm.
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Algorithm 3. Pseudo code of the MVA-QL
1: for all m = 1 to M do
2: Lm = 0
3: nql = 1
4: for all n = 1 to N do
5: for all m = 1 to M do
6: Rm = Vm ·Sm · (1+Lm)

7: R =
M
∑

m=1
Rm

8: τ = nql/(Z +Zdrop +R)
9: for all m = 1 to M do

10: Lm = τ ·Rm

11: if
M
∑

m=1
Lm > QL then

12: for all m = 1 to M do
13: Lm = oldLm

14: else
15: nql = nql +1
16: for all m = 1 to M do
17: oldLm = Lm

Proposition 4. The computational complexity of the novel MVA-QL (Definition 5)
is Θ(N ·M).

Proof. Assume that each execution of the ith line takes time ci, where ci is a con-
stant. The total running time is the sum of running times for each statement exe-
cuted. A statement that takes ci time to execute and is executed n times contributes
ci ·n to the total running time.

The worst-case running time of this novel algorithm can be seen below. If N and
M is finite, the computational time is finite, the algorithm is terminating.

(c5 + c6 + c9 + c10 + c12 + c13 + c16 + c17) ·N ·M + (4)

(c4 + c5 + c7 + c8 + c9 + c11 + c12 + c16) ·N + (5)

(c1 + c2) ·M +(c1 + c3 + c4) (6)

(7)

Consider only the leading term of the formula, since the lower-order terms are
relatively insignificant for large N and M. The constant coefficient of the leading
term can be ignored, since constant factors are less significant than the order of
growth in determining computational efficiency for large inputs.

Since the order of growth of the best-case and worst-case running times is the
same, the asymptotic lower and upper bounds are the same, thus, the computational
complexity is Θ(N ·M).

These adaptations do not increase the complexity of the evaluation algorithm, be-
cause the computational complexity of the original algorithm is the same.
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5 Conclusions and Future Work

The ProC/B models of process chains can be mapped onto queueing networks or
Petri nets, which can be solved by effective techniques and algorithms to evaluate
performance metrics.

In this paper novel models and algorithms for process chains have been proposed
to model parallel processes and queue limit. It have been shown that the MVA-
PP can evaluate the base queueing model, and the MVA-QL can be applied as an
approximation method to the QM-QL. The computational complexity of the adapted
algorithms have been provided, as well.

The adapted models and algorithms have been verified and validated for multi-
tier software systems, the verification and validation for process chains are a subject
of future work.
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An Improved EMD Online Learning-Based 
Model for Gold Market Forecasting 

Shifei Zhou and Kin Keung Lai*

 

Abstract. In this paper, an improved EMD (Empirical Mode Decomposition) 
online learning-based model for gold market forecasting is proposed. First, we 
adopt the EMD method to divide the time series data into different subsets. Sec-
ond, a back-propagation neural network model (BPNN) is used to function as the 
prediction model in our system. We update the online learning rate of BPNN in-
stantly as well as the weight matrix. Finally, a rating method is used to identify the 
most suitable BPNN model for further prediction. The experiment results show 
that our system has a good forecasting performance.  

1   Introduction 

1.1   Motivation 

Forecasting gold price becomes increasingly important. For a long history, the 
trading of gold in the international market is continuously active. The derivative of 
gold trading on the international gold market owns great variety. It mainly con-
tains gold future, gold option, gold forward contracts, and so on[1]. Remarkably, 
since the price of gold varies within a limited range, this means gold is able to re-
duce the effect of inflation, control the rise of price and help to carry out constric-
tive monetary policy. Hence, gold becomes an important risk hedging tool as well 
as investment tool. Therefore, the works of predicting the price of gold market be-
comes very significant and important to investors. 

However, the current forecasting algorithm has poor precision performance for 
non-linear problem. We will mainly focus on the artificial neural network (ANN) 
forecasting algorithm. First, the traditional ANN prediction algorithms employ a 
                                                           
*Shifei Zhou · Kin Keung Lai 
Department of Management Sciences, Collage of Business, City University of Hong Kong, 
Kowloon, Hong Kong 
e-mail: shifzhou@student.cityu.edu.hk 
 

Kin Keung Lai 
School of business and management, North China Electric Power University,  
Beijing, China 
e-mail: MSKKLAI@cityu.edu.hk 



76 S. Zhou and K.K. Lai
 

global fixed learning rate to change the weight matrix. This will cause two problems. 
On one hand, if the learning rate is too small, the weight matrix will change very 
slowly. Then, the network training process will take a long time to converge[2]. 

 

  

Fig. 1(a) Algorithm Convergence of Small 
Learning Rate. 

Fig. 1(b) Algorithm Convergence of Large 
Learning Rate. 

 
On the other hand, if the learning rate is too large, we may miss the minimal 

optimal and cause the algorithm to diverge, like what has shown in Figure 1. Sec-
ond, unlike the polynomial function, most of the non-linear problems have com-
plex error surfaces. Hence, there will be many local minima. Accordingly, the 
training process may be trapped in such minima[3]. And the prediction precision 
will be affected. 

1.2   Contributions 

In this paper, we propose an improved empirical mode decomposition mod-
el(IEMD) to forecast the trend and price of gold market. IEMD model can make 
efficient use of the history data to predict the future price. During the back-
propagation neural network training process, we dynamically change the learning 
rate by using a global meta-learning rate. Our main contributions are listed as  
followings: 
 

(1) High Convergence Speed. When the trend of history data is downward, we 
will change the learning rate to increase the weight matrix in the same direction 
and speed up the decreasing speed of error function. Similarly, when the trend is 
upslope, the gradient will be increased. And the process will “climb the hill” of er-
ror function effectively. Both of methods will speed up the convergence speed of 
neural network training process.  

(2) High Prediction Precision. By calculating the gradient of the error function, 
we minimize the mean square error through changing the weight matrix of predic-
tion model. The novel system we propose is able to update the learning rate of 
back-propagation neural network instantly, and capture the trend of data series. As 
a result, our system is able to give a high prediction precision for gold market.  
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(3) Significant Application. Gold plays an important role on the international 
market. It obtains an increasing attention from investors. Not only it owns the 
function of risk hedging, but also it can be stored without depreciation. A precise 
prediction of price on the gold market will help investors to save money. This, 
therefore, shows the potential significance of our system.  

2   Related Works 

2.1   Empirical Mode Decomposition 

What is empirical mode decomposition? The empirical mode decomposition 
method was firstly proposed by Huang et al[4]. This time series data decomposi-
tion technique applies Hilbert transform to nonlinear and nonstationary time series 
data. The main idea of EMD is to decompose a time series into a sum of oscilla-
tory functions.  

The EMD can make highly use of the history data. Since the EMD is able to di-
vide the original time series into several subsets of data by using the intrinsic 
mode functions(IMF), the characteristics of different subsets of series can be iden-
tified through training different BPNNs. We can use these trained BPNNs to pre-
dict the future trend of time series and select one of the network model for future 
prediction.  

2.2   Online Learning Algorithm 

What is online learning algorithm? In the online learning algorithm, the weight 
vectors of input data are updated immediately after the presentation of each data 
point[5]. Therefore, the online learning algorithm is able to adjust the weight of 
input data and capture the trend of time series instantly. 

Online learning algorithm has a number of advantages[5]. As the weight matrix 
is updated recursively, this algorithm can be use when there is no fixed training set 
and new data keeps coming in. Besides, as the local minima is a problem for gra-
dient descent in nonlinear models, online learning can easily escape from local 
minima when a noise data is input. In this paper, we will use online learning algo-
rithm to update the weight matrix. At the same time, we also update the learning 
rate to make sure the network model can be trained at a fast convergence speed. 

3   Improved Empirical Mode Decomposition Model (IEMD) 

3.1   IEMD Model Structure 

Yu et al has proposed an EMD-based neural network ensemble learning model 
[6, 7]. In this model, presented as EMD-FNN-ALNN for shot, they use forward 
neural network (FNN) as the prediction model. The time series data is divided into 
several subsets by using IMF[4]. Each subset is used as an input data to the FNN 
model for training. The FNN model is finally used to predict future outcome. All 
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the predicted results will be assigned a weight and combined together by using an 
Adaptive Linear Neural Network (ALNN). This model is pretty good to use the 
history data. However, prediction results will be greatly affected by the weight of 
each FNN model. Besides, if one of the FNN models has made a precise predic-
tion, the final prediction may be imprecise because all the predicted results are 
summed together.  

To overcome these problems, we propose an improved EMD online learning-
based back-propagation neural network model.  

 

Fig. 2 An Improve EMD Online Learning-based BPNN Model. 

The structure of IEMD-BPNN-PMR model is shown in Fig 2.To make efficient 
use of the history data, we adopt the EMD method to partition the data into several 
subsets. Each subset of data is used to train the back-propagation neural network. 
The time series are decomposed according to the sifting procedure proposed by 
Yu at el[6]. This procedure is repeated until all the data are divided and each sub-
set of data has only one local minimal or maximal. At the end of the sifting proce-
dure, the data series x(t) can be expressed as follows: 
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= +∑                                                                                    (3.1) 

Where n is the number of IMFs, namely number of data subsets, ci(t) is the ith 
IMF, and rn(t) is the final residue of the procedure. Thus, any time series data can 
be decomposed by using this EMD method. And the frequency components which 
are contained in each frequency band are different. They also change the variance 
of data series x(t), while rn(t) represent the trend of the data series x(t). 

3.2   Back-Propagation Neural Network (BPNN) 

Back-propagation neural network is one type of artificial neural network[8], which 
is a class of typical intelligent learning paradigm and widely used in the field of 
data forecasting. In this paper, we use a three-layer neural network with error-
back-propagation algorithm. And this network model is used as the predicting 
model of our system. There are many nodes in the hidden layer. Hence, there will 
be multiple combinations of the weights and data points.  
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BPNN is able to provide a flexible mapping between inputs and outputs. In the 
work of Hornik[9], they had proved that a three-layer of feed-forward neural net-
work with an identity transfer function in the output unit and logistic functions in 
the hidden layer can approximate any continuous function arbitrarily well. There-
fore, in this paper, we use the three layer of BPNN as the forecasting model. 

Assume that yi represent the ith hidden node, then 

0
1

n

i i i
i

y w x w
=

= +∑                                                                                           (3.2) 

where xi is the data input and wi is the corresponding weight. Meanwhile, yi is also 
called a net input, which will be used in the later calculation. After the hidden 
layer’s nodes are generated, we use the activation function yj=f(yi) to transform the 
net input to output, where j=1,…,m and m represents the number of nodes in hid-
den layer. By using this network model, we finally make the prediction for the 
time series.  

3.3   Prediction Model Rating 

We have to ensemble the prediction results from different BPNN models. Thus, 
the prediction model rating (PMR) method is proposed to handle this problem. In 
this section, we will calculate the mean squared error E (MSE) of every output of 
the BPNN model. 

21

2
( )jE j jt y= −                                                                                      (3.3) 

Where tj is the target value of the time series; yj is the predicted outcome from the 
jth BPNN model; j ranges from 1 to m. Then, we compare all these Ej and find the 
minimal one, and increase the rate of jth model by 1. This procedure is repeated 
throughout the training process. Finally, we will get a BPNN prediction model 
with largest rate for prediction.  

4   Improved Online Learning Algorithm 

4.1   Online Weight Update 

In this section, an improved online learning algorithm is proposed. We will start 
with the mean squared error and make some mathematical methods to deduct the 
relationship between weight and MSE.  

First, we use the chain rule to decompose the gradient into two factors. Then, 
by using (3.3), we have the following result 
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