


Springer Series in

materials science 150



Springer Series in

materials science
Editors: R. Hull C. Jagadish R.M. Osgood, Jr. J. Parisi Z. Wang

The Springer Series in Materials Science covers the complete spectrum of materials physics,
including fundamental principles, physical properties, materials theory and design. Recognizing
the increasing importance of materials science in future device technologies, the book titles in this
series ref lect the state-of-the-art in understanding and controlling the structure and properties
of all important classes of materials.

Please view available titles in Springer Series in Materials Science
on series homepage http://www.springer.com/series/856



Naci Balkan
Editors

Semiconductor

Research
Experimental Techniques

123

With 192 Figures

Amalia Patanè



Editors

The University of Nottingham, School of Physics and Astronomy
University Park, NG7 2RD Nottingham, UK
E-mail: Amalia.Patane@nottingham.ac.uk

Naci Balkan
The University of Essex, School of Computer Science and Electronic Engineering
Essex, UK
E-mail: balkan@essex.ac.uk

Series Editors:

Professor Robert Hull
University of Virginia
Dept. of Materials Science and Engineering
Thornton Hall
Charlottesville, VA 22903-2442, USA

Professor Chennupati Jagadish
Australian National University
Research School of Physics and Engineering
J4-22, Carver Building
Canberra ACT 0200, Australia

Professor R. M. Osgood, Jr.
Microelectronics Science Laboratory
Department of Electrical Engineering
Columbia University
Seeley W. Mudd Building
New York, NY 10027, USA

Professor Jürgen Parisi
Universität Oldenburg, Fachbereich Physik
Abt. Energie- und Halbleiterforschung
Carl-von-Ossietzky-Straße 9–11
26129 Oldenburg, Germany

Dr. Zhiming Wang
University of Arkansas
Department of Physics
835 W. Dicknson St.
Fayetteville, AR 72701, USA

ISBN 978-3-642-23350-0 e-ISBN 978-3-642-23351-7
DOI 10.1007/978-3-642-23351-7
Springer Heidelberg Dordrecht London New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specif ically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microf ilm or in any other way, and storage in data banks. Duplication of this publication or
parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965, in
its current version, and permission for use must always be obtained from Springer. Violations are liable to
prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specif ic statement, that such names are exempt from the relevant protective laws and
regulations and therefore free for general use.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

© Springer-Verlag Berlin Heidelberg 2012

Springer Series in Materials Science ISSN 0933-033X

Library of Congress Control Number: 2012935492

Amalia Patanè



Preface

This book intends to provide its readers with the fundamentals and applications of
experimental techniques commonly used in semiconductor research. Each chapter
describes the physics concepts underlying a specific technique and its latest devel-
opments in the investigation of novel semiconductor materials and heterostructures,
including InN, dilute nitride III-N-V alloys, InAs/GaSb heterostructures and self-
assembled quantum dots.

Chapter 1 focuses on the investigation of semiconductor surfaces by reflection
high-energy electron diffraction (RHEED) and low-energy electron diffraction
(LEED). These diffraction-based techniques give access to the structural properties
of crystalline layers and junctions, which represent the core of modern devices. Sev-
eral examples of LEED and RHEED patterns are described and provide the reader
with the basic tools for interpreting RHEED and LEED data. Chapter 2 describes
transmission electron microscopy (TEM) and high resolution electron microscopy
techniques. These are based on the analysis of a transmitted electron beam through
an electron-transparent sample. Operation principles of TEM and examples of
spatial mapping of composition and strain at the nanoscale and atomic resolution are
the focus of this chapter. Chapter 3 reviews common techniques used to investigate
the energy and momentum relaxation rates of hot carriers in semiconductors where
the carrier heating is achieved by either the application of an electrical field or
by an optical excitation. This condition is frequently met in optical and electronic
device. Also, this chapter reviews steady-state spectral and transient measurement
techniques. Chapter 4 describes the principles, experimental setups, and theoretical
approaches used in optical modulation spectroscopy studies. Particular attention is
dedicated to contactless electroreflectance (CER) and photoreflectance (PR). These
are non-destructive techniques, which are widely applied to study the band structure
properties of semiconductor materials and devices. The complementary technique
of photoluminescence (PL) and its relation to absorption and photoluminescence
excitation (PLE) spectroscopy are described in Chap. 5. Typical experimental setups
for optical studies, with and without an applied magnetic field, are discussed
and examples of their application to study electronic properties, disorder effects
and carrier thermalization in III–V semiconductor alloys and heterostructures
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are provided. High pressure is one of the most valuable characterization tools
available in semiconductor research. Chapter 6 describes how it can be used
to investigate several important physical phenomena in semiconductor materials
and devices such as the Gunn effect and avalanche breakdown. It also considers
laser devices and the interesting changes that take place when a semiconductor
material is subject to high pressures. Chapter 7 describes the principles and
instrumentation of techniques used in spatially resolved spectroscopy, including
micro-photoluminescence (�-PL), scanning near-field optical microscopy (SNOM),
and spatially resolved cathodoluminescence (CL). Since the spatial resolution is
often limited not only by instrumental capabilities but also by the spreading of
the photoexcited carriers outside the photoexcited volume, the mechanisms of
diffusion, photon recycling, phonon wind, and Fermi pressure are reviewed. The
availability of ultrashort laser pulses has offered a new investigation tool to the
optical spectroscopy field, giving access not only to the spectral features of luminous
phenomena, but also directly to their dynamics. Chapter 8 presents an overview
of the most popular ultra-fast time resolved optical spectroscopy techniques used
in semiconductor physics in the picosecond and sub-picosecond time range. For
each of these techniques, which include time resolved PL (TRPL), pump and probe
time resolved spectroscopy, and time-correlated single photon counting (TCSPC),
the operating principles and the fundamental concepts are introduced together with
typical experimental setups and applications. The development of a new generation
of Raman spectroscopy systems in recent years has contributed to the widespread
of Raman spectroscopy in materials science. The aim of Chap. 9 is to offer an
up-to-date overview of the fundamentals and use of Raman spectroscopy. The
chapter is restricted to standard spontaneous Raman spectroscopy. It discusses the
basic concepts of inelastic light scattering and its application to study phonon
and impurity modes, crystal quality, and strain effects in semiconductors. High
magnetic fields have played a key role in elucidating the electronic properties of
semiconductors. The cyclotron resonance (CR) and the Hall effects are perhaps the
most celebrated examples of the use of magnetic fields in semiconductor physics.
Cyclotron resonance is the focus of Chap. 10, which describes the basic theory
of CR and discusses experimental setups and applications of CR to unravel the
determination of the electron mass in various materials. Chapter 11 examines
instead the physics of electron motion in the presence of a magnetic field, with
particular reference to recent applications in which high magnetic fields have been
used to elucidate the electronic and quantum properties of novel heterostructures
and nanostructures. Also, it describes how magneto-tunnelling spectroscopy (MTS)
can be used to measure the band structure of semiconductors and to investigate
and manipulate the energy eigenvalues and eigenfunctions of electrons confined in
low-dimensional systems. Finally, photoconductivity (PC), photo-induced transient
spectroscopy (PITS), and deep level transient spectroscopy (DLTS) are presented in
Chap. 12. These techniques provide powerful tools to investigate the intrinsic and
extrinsic energy levels of a semiconductor, time constants associated with carrier
recombination, activation energies, carrier capture cross-section and densities of
energy traps.
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A. Patanè and L. Eaves
11.1 Introduction .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
11.2 Lorentz Force and Classical Hall Effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310
11.3 Landau Level Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312
11.4 Magnetoresistance, Shubnikov–de Haas and Quantum

Hall Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
11.4.1 Classical Positive Magnetoresistance .. . . . . . . . . . . . . . . . . . . . . 315
11.4.2 Shubnikov–de Haas and Quantum Hall Effects . . . . . . . . . . . 316
11.4.3 Magnetophonon Resonance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
11.4.4 Positive Linear Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . . . 320
11.4.5 Negative Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322

11.5 Magneto-Tunneling Spectroscopy .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322
11.5.1 Probing Band Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
11.5.2 Probing and Manipulating Low-Dimensional Systems . . . 325

11.6 Conclusion .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328
References .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

12 Photoconductivity and Transient Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . 333
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Chapter 1
Surface Studies by Low-Energy Electron
Diffraction and Reflection
High-Energy-Electron Diffraction

P. Laukkanen, J. Sadowski, and M. Guina

Abstract In this chapter, we present the basic concepts of the low-energy elec-
tron diffraction (LEED) and reflection high-energy electron diffraction (RHEED)
experiments. The main goal is to provide an overview of the exploitation of these
instrumental methods for analyzing the surfaces of technologically important III–V
compound semiconductors. In particular, the interpretation of LEED and RHEED
patterns is discussed for the most representative reconstructions of GaAs(100),
GaInAsN(100), and Bi-stabilized III–V(100) surfaces. Other application examples
concern the use of RHEED for optimizing the growth conditions and growth rates
used in molecular beam epitaxy of III–V device heterostructures.

1.1 Basics of RHEED and LEED

The ability to synthesize novel semiconductor compounds and to study their crys-
talline properties and interfaces is essential for the development of new electronic
and optoelectronic devices. Nobel laureate Herbert Kroemer has described the
importance of device interfaces as follows: “Often, it may be said that the interface
is the device” [1]. However, the controlled fabrication of high-quality interfaces
is not straightforward because the surface of a crystal forming the interface is
usually the most defective part of the material. In addition, the atomic structures of
semiconductor surfaces often differ from the structures of the corresponding planes
deeper in the crystal (bulk) because on many semiconductor surfaces, the bulk-plane
structure is not energetically favored. This indeed affects the properties of the
semiconductor surfaces and the interface formation. In general, any improvement in
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the crystal ordering at the interface or in the film will decrease the density of harmful
interface defects. Crystalline interfaces and thin films are also essential for investi-
gating the fundamental properties of these materials because the interpretation of
measured data from an amorphous (not well-defined) material is often challenging.
The diffraction-based analysis techniques are very useful for understanding and
engineering the properties of crystalline layers and junctions. This chapter deals
with the characterization of several technologically relevant semiconductor surface
layers by means of two surface-sensitive measurements: reflection high-energy
electron diffraction (RHEED) and low-energy electron diffraction (LEED), which
visualize the reciprocal lattice of a surface layer studied. RHEED is the standard
equipment in the epitaxial growth chambers providing a great opportunity to
monitor surface properties during the growth process. This real-time in-situ method
makes it possible to control the growth with atomic layer precision. In contrast,
the LEED characterization is usually done in a separate vacuum chamber that is
connected to an epitaxial growth chamber. LEED measurements are particularly
useful in determining the surface geometry of the starting substrate used for
interface growth, such as an insulator–semiconductor interface. Both RHEED
and LEED analyses are also excellent methods to solve detailed surface atomic
structures via the comparison of angle or electron-energy dependent diffraction
intensity with the corresponding intensity curves calculated and refined with the
potential atomic models. While discussing several examples of LEED and RHEED
patterns, our goal is to provide the reader with the basic tools to interpret own
RHEED and LEED data. For an in-depth study of the instrumental and physical
concepts, we recommend several excellent books and review articles, for example
[2–10] given here.

Generally speaking, the instrumental part of LEED and RHEED consists of an
electron gun and a luminescence screen that detects the electrons diffracted by the
sample under study. Since its discovery in 1927 by Davisson and Germer [11, 12],
LEED has become a widely used method for analyzing surface structures. In a
typical LEED setup, the electrons are accelerated with voltage V of 10–500 V. Then
the de Broglie wavelength of the electrons, �E D h=.2mEVe/

1=2, ranges from 0.87
to 2.75 Å; these values are small enough for electrons to experience diffraction from
semiconductor crystals. Here h is the Planck constant, mE is electron rest mass,
and e is the elementary charge. The LEED electron beam impinges on the surface
along the surface-normal direction, and the elastically backscattered electrons give
an intensity pattern which visualizes (or maps) the reciprocal lattice of the surface
layer. On the basis of this information about the reciprocal lattice, the real-space
surface lattice can be constructed. The mathematical relation between the lattice
and reciprocal-lattice vectors can be found for example in [2–5]. The diffraction is
described by the Laue condition: kkDG. Here G is the surface reciprocal lattice
vector, and kk is the parallel component of the change .Kf�Ki/ in which Ki

and Kf are the incident and scattered wave vectors of the electron, as represented
schematically in Fig. 1.1. The Laue equation also provides a physical meaning for
the reciprocal vectors: every diffraction beam corresponds to the reciprocal vector.
Because LEED operates in a low-energy regime, which is close to the minimum of
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Fig. 1.1 The reciprocal Ewald-sphere constructions in (a) RHEED and (b) LEED for the ideal
single plane of atoms, where the plane distance is infinite in the surface-normal direction in
real space, corresponding to the infinitely small distance in reciprocal space; in other words, the
reciprocal rods are formed along the surface normal. These rods intersect at the reciprocal lattice
points (black spots in the plane) determined by the surface reciprocal vector G. The fractional order
spots are due to a surface reconstruction. Ki and Kf are the incident and diffracted wave vectors of
electrons; K0

f represents the specular reflection. The magnitude of the K vector is 2�=�E for the
incident and elastically diffracted electrons. The intersections of the sphere and rods provide the
diffraction directions. Data adapted from [2, 6]

the “universal” curve of electrons mean-free path in solids, the elastic scattering
occurs mainly on the topmost layers. However, we should note that a LEED
diffraction pattern would also include some signal from the bulk planes beneath
the surface, i.e., the intensity for the (1 � 1) reference spots.

In RHEED, electrons are accelerated at much higher voltages (i.e., from about
5 to 50 kV). For a voltage of 10 kV, the de Broglie wavelength of the electrons
is 0.123 Å. The electrons hit the target at a small angle of 1–8ı relative to the
surface plane making the formation of a RHEED pattern extremely sensitive to
the surface geometry. Nevertheless, the incident electron beam penetrates slightly
into the crystal and hence, a RHEED pattern includes also some signal from the
(1� 1) bulk planes. The diffraction is described by the Laue condition as for LEED.
In addition to the change in the electron momentum perpendicular to a surface,
the diffraction process leads to a change of the momentum parallel to the surface.
This gives rise to a set of diffracted beams on either side of the specular reflected
beam. If the incident electron beam is parallel to the rows of surface atoms that
are separated by the lattice vector dS in the direction perpendicular to the beam
direction, then the diffracted electron beams contribute to constructive interference.
The angle of diffracted electrons relative to the incident direction, � , fulfills the
well-known formula: dS sin � D n�E, where n is an integer.
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For fabrication of high-quality semiconductor devices, it is of utmost importance
to start with a substrate having a surface which is structurally well-defined (with a
good crystal structure) and is free from amorphous oxides and carbon contaminants.
LEED and RHEED are very useful tools for checking whether the substrate surface
is clean and well ordered. Nevertheless, it is well known that a substrate surface
exhibiting reasonable LEED and RHEED patterns could still have contaminated
areas with poor crystalline quality. This is because the LEED and RHEED electrons
have a short coherence length, and hence the diameter of the maximum surface area
from which emitted electrons add coherently to the intensity is about 10–50 nm for
LEED and 50–100 nm for RHEED. Based on this estimation, we could also say that
RHEED is somewhat more sensitive to surface defects than LEED. The coherence
length of electrons should not be mixed with macroscopic probe areas of electron
beams which are of an order of a millimeter in diameter. We should note here that
X-ray photoelectron spectroscopy (XPS) and scanning tunneling microscopy (STM)
are routinely used to provide complementary information on the surface quality.
Although LEED and RHEED do not provide chemical information about surfaces,
they are faster to use than, for example STM and XPS, for assessing the surface
quality. The absence of the diffraction spots indicates that a surface layer is amor-
phous (e.g., badly oxidized). If the bulk-plane related (1� 1) pattern appears with a
strong background intensity, the surface must be cleaned to obtain sharp spots with
a low background intensity. Furthermore, clean and well-defined semiconductor
surfaces are usually reconstructed. Thus, the LEED or RHEED pattern from such a
well-ordered substrate surface should include extra “superstructure” intensity spots
in addition to the (1 � 1) spots. In RHEED, narrow and intensive streaks indicate a
smooth surface. It is still worth noting that monitoring LEED or RHEED during the
surface cleaning is also helpful to determine the integer (1�1) spots (or streaks) for
the pattern analysis described below.

In terms of application, RHEED has certain advantages over LEED: it provides
an opportunity for real-time in-situ monitoring of the surface structure during a layer
growth, and can be used to determine the growth rate of epitaxial layers. We should
mention that LEED can also be utilized in real-time in-situ manner for studying
the surface under a heat treatment and/or short time exposure to an adsorbate flux.
LEED observations have been increasingly performed also at low temperatures,
however one should be aware of possible electron beam-induced changes in surface
structures at temperatures below 40 K [13]. The normal features of RHEED and
LEED are summarized in Table 1.1.

1.2 Analysis of LEED and RHEED Patterns

The left column of Fig. 1.2 illustrates the real space lattice cells for an unrecon-
structed cubic bulk (100) plane and some of the reconstructed surfaces whose
superlattices are simply related to the (100)(1 � 1) plane structure. The right
column of Fig. 1.2 illustrates the corresponding LEED patterns that visualize the
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Table 1.1 Comparison of the normal features of RHEED and LEED

RHEED LEED

Electron energy 5–50 keV 10–500 eV
Electron beam diameter �1mm �1mm
Coherence length 50–100 nm 10–50 nm
Electron incidence angle 1–8ı from surface plane About perpendicular to surface
Vacuum condition <10�3 mbar <10�7 mbar
Applicable to monitor

epitaxy in situ
Yes; MBE chamber is usually

equipped with RHEED
No

Use To monitor epitaxy, to deter-
mine surface lattice, to eluci-
date surface atomic structures
by comparing measured and
calculated diffraction inten-
sity curves

To determine surface lattice,
to elucidate surface atomic
structures by comparing mea-
sured and calculated diffrac-
tion intensity curves

Strength Easy and quick probe of surface
lattice, can be employed in
situ in MBE, enables atomic
structure determination even
with accuracy of 1/100 of
atom radius

Easy and quick probe of the
surface lattice from a sin-
gle pattern, different ordered
reconstructions coexisting on
the surface can be read-
ily concluded, enables atomic
structure determination even
with accuracy of 1/100 of
atom radius

Weakness Does not give a 2D picture of
lattice, solution of the atomic
structure requires extensive
calculations

Not sensitive to local surface
defects, solution of the ato-
mic structure requires exten-
sive calculations

reciprocal lattices. On the basis of such information about the reciprocal lattices,
one can determine the lattice vectors and cell of the surface studied by LEED, which
further is essential to solving a structural unit cell of the surface (e.g., those in
Figs. 1.3 and 1.4). The relative change in the reciprocal-lattice vector length (and
cell area) for a surface layer, as illustrated by LEED, is inversely proportional
to the corresponding change in the surface lattice dimensions, as compared to
the bulk plane. The surfaces are often expressed in terms of the Wood notation
[2–5]: S.hkl/.n � m/R� � A, where S (hkl) gives the crystal plane of the material
with the chemical composition of S , n and m are the proportional lengths of the
vectors defining the real-space surface lattice compared to the reference vectors
of the (1 � 1) bulk plane, � is the angle of possible rotation between the lattices
contributing to the reconstruction, and A is the possible adsorbate that induces the
reconstruction. The R� � A term is not marked if the rotation angle is zero and
the surface layer consists of only the substrate elements. The surface lattice may
partially match with the bulk plane lattice; in this case, the surface layer is called
commensurate. If the surface lattice does not match with the bulk structure at all,
the surface is termed incommensurate. An incommensurate structure may form,
for example, on adsorbate-covered surfaces in which the adsorbate layer is weakly



6 P. Laukkanen et al.

Fig. 1.2 Schematic lattices
(left column) and reciprocal
lattices (right column), as
visualized by LEED, with
cells for a cubic (100)(1 � 1)
bulk-plane terminated surface
and the reconstructed
(100)(2 � 1), �.1� 2/, and
�c(4� 4) surfaces. The black
dots describe the bulk-plane
lattice [or represent the
integer (1 � 1) LEED spots],
and open circles describe the
surface lattice (or represent
the additional
reconstruction-related LEED
spots)

bonded to a substrate. The Wood’s notation is not always applicable, and a matrix
notation must be used for the surface lattice description [2–5]. The letter “c” is
used in front of the Wood (n � m) term if the surface has a centered lattice cell. A
further note is that it is possible to describe a surface with different cells; equally
well, a III–V(100)c(4 � 4) surface (Fig. 1.2) may be described with a primitive
(2
p
2 � 2p2/R45ı cell of which area is smaller than the c(4 � 4) area.

Figure 1.3 shows examples of RHEED and LEED patterns corresponding to
(2�1)-reconstructed and bulk-terminated (1�1) surfaces of a III–V(100) substrate.
It also shows possible atomic structures causing the patterns. It can be observed as an
essential difference between LEED and RHEED: a single LEED pattern visualizes
the two-dimensional reciprocal lattice, while a RHEED pattern gives the reciprocal
lattice periodicity only in one crystal direction. Therefore, in order to study the
lattice periodicity in the orthogonal direction using RHEED, the sample must be
rotated by 90ı. This particular feature of RHEED makes it sometimes difficult
to decide whether there are two or more surface reconstructions coexisting on a
substrate. The RHEED pattern shown in Fig. 1.3 illustrates the reciprocal lattice
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Fig. 1.3 RHEED and LEED
examples for
III–V(100)(1 � 1) and
�.2� 1/ surfaces, with
possible atomic
arrangements. The reciprocal
lattice of an unreconstructed
III–V(100)(1 � 1) surface is
identical to that of the bulk
plane. The vectors, defined by
the (00) and (10) spots and
the (00) and (01) spots,
represent the reciprocal lattice
vectors for the bulk plane, as
visualized by LEED. For a
reconstructed
III–V(100)(2 � 1) surface, the
two vectors defined by the
(00) and (1/2 0) spots and the
(00) and (01) spots determine
the reciprocal lattice of a
surface layer. The gray square
and rectangle represent the
surface lattice cells

in the [0-11] direction, while the electron beam lies in the [011] direction. If the
electron beam lies in the [0-11] direction, then RHEED patterns from the (1�1) and
(2�1) surfaces resemble that of Fig. 1.3a. For the (2�1)-reconstructed surface, both
the RHEED and LEED patterns reveal the 1/2 fraction spots (or streaks) between the
integer (1 � 1) spots; that is, the length of the reciprocal lattice vector of a surface
layer, defined by the (00) and (1/2 0) spots, is half of the length of the reciprocal
vector for the bulk plane in the [0-11] direction. This means doubling of the lattice
cell length for the surface layer in the same [0-11] direction, as compared to the
bulk (1 � 1) lattice. It should be noted that for the square and rectangle lattices, the
directions of the lattice vectors are identical to the corresponding reciprocal vector
directions [2–5]. In the case of III–V(100) surfaces, the doubling usually means that
surface atoms form new bonds creating new pairs, so-called dimers. All the surface
layers considered in this chapter are simply related to the bulk plane lattices (i.e.,
are the superstructures).
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Fig. 1.4 The LEED patterns from (a) InAs(100)(4�2) and (b) InSb(100)c(8�2) substrate surfaces
(please see the text also). The electron energies were (a) 55 eV and (b) 44 eV. The reciprocal cell
of the bulk plane is illustrated by the white square and the surface cell by the white rectangle.
The InAs and InSb substrate pieces were rotated in the different positions relative to the LEED
equipment. Two most likely (4� 2) structural unit cells, which describe both the InAs(100)(4 � 2)
and InSb(100)c(8 � 2) surfaces, are also shown

1.3 Using LEED to Study III–V Surfaces

1.3.1 The c(8 � 2) Surfaces of InAs(100) and InSb(100)

Figure 1.4 shows typical LEED patterns from InAs(100) and InSb(100) surfaces.
The substrate surfaces were cleaned by argon-ion sputtering (1.5 keV, 10 mA, for
0.5 h) heating the substrate at a temperature of about 300ıC and by subsequent
heating for 0.5 h to 470 and 440ıC, respectively. This cycle was repeated six times
before the patterns shown in Fig. 1.4 were observed. The surface cleanness was
confirmed by STM and XPS measurements.

For the interpretation of LEED patterns, it is helpful to determine the integer
intensity spots (00), (10), (01), and (11) that set and visualize the reciprocal
lattice vectors and cell for a bulk plane, i.e., the reference (1 � 1) reciprocal cell.
Often the intensity of the integer spots is higher than that of other possible spots,
because the integer spots include also the signal from the bulk planes, and does not
depend on the electron energy as strongly as the intensity of the additional spots.
The cubic zinc-blende III–V(100) substrates, predominantly used for fabrication
optoelectronics devices, have the square lattice as well as reciprocal lattice for the
bulk plane as shown in Fig. 1.2. The square areas indicated in Fig. 1.4 represent the
reciprocal cells for the InAs(100) and InSb(100) planes. The side lengths of these
squares can be readily determined with the (1 � 1) spots along the [011] direction.
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Fig. 1.5 (a) The
III–V(100)(1 � 1) and �
.4� 2/ real-space lattice
cells. (b) The arrangement of
the (4� 2) cells that would
cause a clear (4� 2) LEED
pattern. (c) The (4 � 2)-cell
arrangement for the
InSb(100)c(8 � 2) LEED in
Fig. 1.4. (d) A possible
(4� 2)-cell arrangement
which causes the �2 streaks
instead of the �2 spots in the
LEED pattern of the
InAs(100)(4 � 2) in Fig. 1.4

The other, fraction LEED spots in Fig. 1.4, evidence the reconstruction and the
change in the reciprocal lattice (and further in the lattice) of a surface layer for both
the InAs(100) and InSb(100) substrates. The reciprocal cells for these InAs(100)(4�
2) and InSb(100)c(8� 2) surfaces are shown in Fig. 1.4. Two most-likely structural
unit cells for the reconstructions are also shown in Fig. 1.4 indicating a significant
rearrangement of the surface atoms. These atomic models were solved by combining
STM, diffraction measurements, and ab initio calculations [14–17]. The (4 � 2)
lattice cell arrangement that causes the c(8 � 2) periodicity is illustrated in Fig. 1.5;
both surfaces can be described by the (4 � 2) cells shown in Fig. 1.4. It appears
that the �2 order is more visible on the InSb surface than on the InAs surface
(Fig. 1.4); this can be linked to some stacking disorder in the �2 lattice direction
on the InAs(100)(4� 2) surface. On the basis of the shown LEED pattern, it is not
clear whether the InAs(100) surface layer has the (4�2) or c(8�2) lattice. A possible
reason for the lattice disorder is schematically shown in Fig. 1.5. We also note that
the In-V(100)c(8� 2)/(4� 2) surface is potentially useful as a starting substrate for
producing high-quality III–V heterointerfaces [18] and insulator—III–V interfaces
[19, 20]. These types of insulator interfaces are required for the development of
future metal-oxide-semiconductor field effect transistors (MOSFETs) with reduced
power consumption and prolonged lifetime.

1.3.2 The GaAs(100) Reconstructions

The GaAs(100) is one of the most studied semiconductor surfaces [21–40]. LEED
patterns from the common GaAs(100) reconstructions are shown in Fig. 1.6.
The reconstructions depend on the substrate treatment and are often related to the
amount of arsenic on the surface and the substrate temperature. For example, the
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Fig. 1.6 LEED from the GaAs(100) surface reconstructions with decreasing the As amount in the
surface conditions from (a) to (e). The white squares represent the (1 � 1) bulk-plane reciprocal
cells and the white rectangles represent the reciprocal lattice cells of the surface layers. In pattern
(a), the smaller white square is the c(4�4) cell, in which the white arrow shows the missing spot of
the c(4�4). This spot was seen with different electron energies. The 6� streaks in (c) and (d) arise
most likely from the same type of the disorder as described for the InAs(100)(4 � 2) in Fig. 1.5. In
pattern (d), the (4� 1) cell is drawn instead of the (4� 2) because the �2 streak or spots were not
seen properly. In contrast, in the pattern (e) those �2 spots are clearly seen

GaAs(100)c(4� 4) surface, of which LEED is shown in Fig. 1.6a, was obtained by
heating an arsenic-capped GaAs(100) substrate in UHV overnight at 320ıC. The
As-cap layer was deposited by MBE onto a 100-nm GaAs buffer layer that was
grown on n-type GaAs(100). We should note that it is not easy to determine the
absolute temperature of a sample accurately; the errors may be as large as ˙25ıC,
partly due to variations of the temperature across the substrate. Anyway, an increase
of the substrate temperature to 530ıC changed the GaAs(100)c(4� 4) surface to the
GaAs(100)c(2� 8) or �.2� 4/ one (Fig. 1.6b). The most likely atomic structures of
the III-As(100)c(2� 8) or (2 � 4) surfaces, which often appear during the epitaxial
growth of III-As alloys, are the “2 and ’2 [26, 32, 34, 38, 39]. When the GaAs(100)
substrate is further heated to 580ıC, a (6 � 6) LEED pattern appears as shown in
Fig. 1.6c. Prolonged heating leads to the coexistence of two different lattices: (6�6)
and 4� spots as reveled in Fig. 1.6d. Sometimes, this phenomenon complicates



1 Surface Studies by Low-Energy Electron Diffraction and Reflection 11

the interpretation of LEED patterns. STM graphs confirmed the presence of areas
exhibiting the (6�6) reconstruction as well as of areas with the 4� row structure. We
note here that the areas with a �2 order might be too small to produce the (4 � 2)
or c(8 � 2) LEED periodicity in Fig. 1.6d. Further heating did not yield the pure
(4 � 2) or c(8 � 2) pattern; this might be due to the presence of residual arsenic in
the chamber and partial adsorption of arsenic back to the GaAs surface during its
cooling. In a separate experiment, the sputtering cleaning and subsequent heating
to 580ıC resulted in a pure c(8 � 2) pattern as shown in Fig. 1.6e. The c(8 � 2)
pattern corresponds to the atomic structure labeled � in Fig. 1.4 [14]. According to
ab initio calculations [40], the GaAs(100)(6 � 6) surface is energetically unstable
and represents an exceptional case since all the other phases, i.e., c(4 � 4), (2 � 4),
and c(8 � 2) are stable.

The information gained by analyzing the series of patterns (LEED or RHEED)
can be used to identify the crystal orientations. For example, one might not readily
conclude whether a pattern is (2 � 4) or (4 � 2) when measuring a substrate piece
cut from the full wafer, but the surface directions can be unambiguously determined
by monitoring the change of the patterns. For the InAs(100), the reconstructions
follow a change from c(4� 4) to (2� 4)/c(2� 8) and then c(8� 2) when decreasing
the amount of As on the surface [28, 31, 33, 41–46]. For the InSb(100), the pattern
changes from (4 � 4) through c(2 � 6) and (1 � 3) to c(8 � 2) when the Sb content
on the surface decreases [46–50]. The GaSb(100) exhibits c(2 � 10), c(2 � 6), and
(1� 3) reconstructions [50–55] while the InP(100) surfaces are characterized by the
c(4 � 4) and (2 � 4) reconstructions [56–64]. Thus, the GaSb(100) and InP(100)
do not show the intrinsic c(8 � 2) and (4 � 2) patterns. It is worth noticing that the
InP(100) produces the (2 � 4) pattern for a large range of the surface conditions,
making a RHEED optimization of the InP growth with this reconstruction difficult.
The occurrence of the c(8 � 2) pattern for the InP(100) substrate usually indicates
that a thin InAs(100) layer has been formed during arsenic exposure.

1.3.3 The Bi-Induced Reconstructions on III–V(100)

Understanding the Bi-induced surface reconstructions is essential for advancing
the epitaxy of relatively unexplored III–V–Bi compounds and the Bi-surfactant-
mediated epitaxy. This section is focused on discussing the Bi-induced reconstruc-
tions observed so far.

As a surfactant, Bi floats on the growth front with little incorporation into the
crystal. The Bi surfactant has been reported to smoothen the growth of an III–
V overlayer [65–69] and to improve the photoluminescence (PL) of dilute nitride
GaInAsN quantum wells (QWs) [66]. It also enhances nitrogen incorporation into
GaAsN [68,70] and removes a CuPt-like order of GaInP layers [71,72]. Sometimes,
it is hard to detect the presence of Bi on a substrate surface by LEED or RHEED
because Bi induces the reconstructions quite similar to those induced by the other
group-V elements. Nevertheless, there are “fingerprint patterns” associated with
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Bi. Such an example is a Bi-induced (1 � 3) on the GaAs(100) [65–67]. This
reconstruction can be observed, for example, when depositing Bi by MBE onto the
GaAs(100)(2 � 4) substrate while keeping the arsenic valve closed and decreasing
the substrate temperature. When further decreasing the substrate temperature after
observing the (1�3) pattern, the GaAs(100)c(4�4)-Bi surface is formed under a Bi
flux. Another “fingerprint” of Bi is an appearance of a (2 � 1) pattern [67, 73]. This
GaAs(100)(2� 1)-Bi reconstruction is unusual due to its metallic character [73,74]
and might improve the atomic diffusion on the growth front [73]. The (2�1) pattern
corresponds to the less As-rich surface [73,74] in contrast to the GaAs(100)(1�3)-Bi
surface which is more As rich. Apparently, there is no report so far in the literature
concerning the structural study of the GaAs(100)(1� 3)-Bi.

Other fingerprint reconstructions induced by Bi include a (2 � 8) phase on the
InAs and InP(100) substrates, a c(2 � 10) pattern on the InSb(100) substrate, and a
very interesting c(2�12) structure on the InAs(100) surface. For the latter, the LEED
pattern indicates the dimer-row separation in the [011] direction to be 6 � a.1�1/,
where a.1�1/ D 4:3 Å is the length of the (1�1) square lattice of the InAs(100) bulk
plane. On the other hand, STM reveals that the dimer row separation is 10 � a.1�1/
and that twisting of the dimer rows leads to a c(2 � 12) pattern [75]. Indeed, it was
observed that the heating of the c(2 � 12) surface straightened the dimer rows and
led to a (2� 10) pattern. This large lattice cell causes a very dense row of the LEED
spots and complicates the determination of the spot separation.

The Bi-induced reconstructions found so far can be summarized as follows. The
addition of Bi on the GaAs(100)c(8� 2) surface and the subsequent heating induce
the (2�4) pattern, if the maximum Bi coverage is 0.5 ML, and the (2�1) pattern for
the Bi coverage between 0.5 and 1.0 ML. If the substrate has the GaAs(100)(2� 4)
or �c(4 � 4) starting surface, Bi induces the (1 � 3) pattern, which changes to the
c(4�4) one at lower temperatures. Bismuth desorbs strongly from the GaAs(100) at
about 450ıC. The corresponding desorption temperature for the InAs(100) is about
350ıC. When starting with the InAs(100)c(8�2) surface, Bi produces (2�4), (2�8),
and (2� 1) patterns, for up to 1 ML coverage, and further the (2� 10) and c(2� 12)
reconstructions for a coverage of 1–1.5 MLs. Except for the c(2 � 12) and (2 � 10),
the same series of reconstructions has been observed on the InP(100)(2 � 4); here,
Bi desorbs at about 400ıC. When starting with the InSb(100)c(8 � 2) surface and
increasing the Bi coverage to 1 ML, the reconstruction evolves from (1�3) to c(2�6)
and finally to (2 � 5); the strong desorption takes place at about 300ıC.

1.4 Using RHEED to Study III–Vs

1.4.1 Optimizing the Growth Conditions of GaAs/AlAs
Heterostructures

Although the GaAs/AlAs interfaces have been studied for several decades, it has
remained somewhat unclear what it is the optimum As/group-III flux ratio for
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the growth of low-dimensional structures, such as multiquantum wells (MQWs).
This issue was recently addressed by combining RHEED observations and pho-
toluminescence measurements for GaAs/AlAs MQWs [76]. The results show that
an optimum flux ratio is near the conditions corresponding to a change in the
GaAs(100) reconstruction from (2 � 4) to (4 � 2). The main findings of this study
are presented in Fig. 1.7 and serve as an example of how RHEED can be utilized
to control and understand the epitaxial growth. The RHEED patterns were obtained
during the growth of the GaAs and AlAs layers at different substrate temperatures
while decreasing the As flux. The (2 � 4) pattern changed first to a (1 � 1) and then
to (4 � 2). The growth time in the (1 � 1) and (4 � 2) conditions was minimized
because they are known to result in poor quality of the crystal.

1.4.2 The GaAs(100) Reconstructions

Figure 1.8 shows the RHEED patterns for three different reconstructions on the
GaAs(100) substrate. The more intense streaks of the GaAs(100)(4 � 6) are the
integer diffractions, and their distance provides the reference reciprocal vector
length of the bulk plane while the less intense streaks are the fraction diffractions.
The streaky and sharp patterns indicate smooth GaAs(100) surfaces. The (4 � 6)
and (2� 4) patterns were obtained at the substrate temperature of about 550ıC, i.e.,
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Fig. 1.7 A diagram showing how the GaAs(100) and AlAs(100) surface structures change by
tuning the substrate temperature and As flux during the epitaxial growth. The 100-mil As flux
corresponds to the As/Ga flux ratio of 5 and to the As/Al flux ratio of 18 approximately
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Fig. 1.8 RHEED patterns for
different GaAs(100)
reconstructions in different
surface directions. The more
intense streaks of the
GaAs(100)(4 � 6) are the
integer diffractions and
visualize the (1 � 1)
reciprocal cell side while the
less intense streaks are the
fraction diffractions. For the
GaAs(100)c(4 � 4), it is also
shown the diffraction along
the [010] direction, i.e., the
45ı rotation relative to the
[011]. Its integer streak
distance is smaller than that
along the [011] or [0-11]
direction and is divided in the
four equal parts (some of the
fraction streaks are weaker
than the other ones), please
see also Fig. 1.2

30ıC higher than the temperature at which the transition from (2 � 4) to c(4 � 4)
occurs under the 1�10�7 mbar As flux. The (4�6) pattern was obtained by closing
the As shutter and exposing the surface to Ga flux. Most likely, this RHEED pattern
corresponds to a Ga-rich surface as reported recently [37], but it cannot be excluded
from the possibility that the surface included both the (4 � 1) and (6 � 6) areas, as
shown by the LEED images of Fig. 1.6d. The c(4 � 4) pattern was observed at the
substrate temperature of 480ıC for an As2 flux corresponding to a partial pressure
of 1� 10�7 mbar. This c(4� 4) reconstruction remained stable after the As flux was
closed and the substrate temperature was decreased.

1.4.3 The GaAs(111) Reconstructions

The GaAs(111)A substrate surface exhibits only (2 � 2) reconstruction while
GaAs(111)B surface reveals also a more complicated .

p
19 � p19/R23:4ı recon-

struction [77–81]. The (2� 2) and (
p
19�p19/R23:4ı patterns were found on the

GaAs(111)B substrate at the temperatures of 480 and 520ıC, respectively and an As
pressure of about 1� 10�7 mbar. The GaAs(111)A surface exhibits a (2� 2) pattern
for a wide range of the surface conditions. For example, for the same As pressure
of about 1 � 10�7 mbar, the (2 � 2) RHEED pattern is maintained for substrate
temperatures ranging from 350 to 590ıC, and it does not change visually at all.
Therefore, it might be difficult to optimize the growth parameters of these surfaces
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using with the (2 � 2) RHEED. It is worth noting that the (
p
19 � p19/R23:4ı

reconstruction on the GaAs(111)B surface is an exception because it appears to be
a metallic surface with partially filled dangling bonds. The metallic character of the
III–V surface might be a useful growth front [82].

1.4.4 Probing Surface Reconstructions in GaInAsN(100)

In this section, we discuss the reconstructions of dilute nitride (GaInAsN) lattice
matched to the GaAs(100) and having a N content of about 3%. The RHEED
patterns were monitored as a function of the substrate temperature and the As flux.
For the growth temperatures within 300–400ıC, only a (1 � 3) reconstruction was
observed (Fig. 1.9). Heating the GaInAsN film and supplying As flux modified the
reconstruction from a c(4 � 4) pattern at temperatures below 300ıC to the (1 � 3)
pattern for temperatures within 300–450ıC. Further change to a (2 � 4) pattern
occurred for a temperature range of 500–570ıC. Closing the As flux at 570ıC
produced a (3 � 1) pattern. The GaInAsN(100)(1� 3) reconstruction is interesting
because usually it is not seen on the III-As(100) surfaces. The observation agrees
with recent calculations proving that the (4�3) reconstructions are almost stable on
the GaAs(100) and are likely important in kinetically limited growth conditions as
well as for strain-stabilized III–V alloy surfaces [83]. Thus the (1 � 3) RHEED
observation provides an experimental evidence for the calculated results; the
surfaces producing a (1�3) pattern are, in fact, composed of (4�3) building blocks
[50,55]. We would like to remind the reader that depending on the measurement by
which the lattice periodicity has been determined (e.g., RHEED or STM), the same
surface may be called (1 � 3) or c(2 � 6). Actually, more recent measurements and
calculations have revealed that the real unit cell is (4 � 3) and not (1 � 3), although
it is sometimes referred as the (1 � 3) reconstruction. The (1 � 3), c(2 � 6), and
(4 � 3) reconstructions are similar to each other because these surfaces consist of
dimer rows with the �3 separation.

The (3�1) reconstruction found on the GaInAsN(100) in less As-rich conditions
is also rather exceptional; to our knowledge it appears only on the AlAs(100) in the
less As-rich concentrations, as shown in the diagram of Fig. 1.7. LEED and XPS
experiments showed that the heating of the GaInAsN in UHV yielded a (3 � 1)
surface structure and concomitantly led to indium segregation toward the surface.

1.4.5 In-Situ Calibrations of Growth Rate and Composition of
Multinary Compounds

RHEED has been instrumental for the development of MBE technology and is
nowadays a standard part of MBE growth chambers. Besides its use for obtaining
real-time information on the growth modes and surface morphology, it provides
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Fig. 1.9 RHEED patterns of
GaInAsN films (N content
around 3%) lattice matched to
the GaAs(100) substrate
during growth stops under the
As flux in two perpendicular
directions

also an easy way to calibrate the growth rates of binary alloys with atomic layer
precision [84]. The growth rate can be determined by measuring the time required
to complete the deposition of an atomic layer. This is done by monitoring the
intensity variation of the specular RHEED spot, which depends on the surface
roughness: the maximum intensity is obtained when an atomic layer is completed,
while a minimum is obtained for an incomplete layer with a maximum disorder [a
growth front is still reconstructed during the growth, e.g., the (2 � 4)-reconstructed
GaAs]. The intensity oscillations are analyzed with an image processing software,
which plots the oscillation as a function of time. An example of such intensity
oscillations is shown in Fig. 1.10. In order to avoid errors due to the fluctuations
of the growth conditions, the growth rate is determined by measuring the time
required to complete several oscillations. The procedure is repeated several times by
closing and opening the shutter controlling the flux of the material that determines
the growth rate (e.g., Ga in the case of GaAs).

The variation of RHEED intensity oscillations and their amplitude damping
behavior could reveal other important aspects regarding the growth kinetics [84,85]
and can be used for the composition calibration of ternary (or multinary) alloys,
as discussed next. Usually, the MBE growth is performed in excess flux of one of
the components (e.g., As in the case of arsenides and Ga in the case of GaN). When
growing a ternary compound, i.e., adding a third element, the growth rate of the layer
increases proportionally to the additional flux. Knowing the sticking coefficient for
the given flux (usually equal to one for the III elements in the MBE growth), one
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Fig. 1.10 An example of possible intensity oscillation of the specular RHEED beam from a
GaAs(100) surface. The period corresponds to the growth rate of a GaAs monolayer

may calibrate the composition of the ternary compound in a simple way. Next we
show how this method can be applied for calibrating the growth rate of InGaAs and
GaSbAs ternary alloys.

In the case of the InxGa1�xAs, by measuring the growth rates of GaAs, rGaAs,
and InGaAs, rInGaAs, we can determine the In content (x), as being equal to x D
.rInGaAs � rGaAs/=rInGaAs. For a concrete example, Fig. 1.11 shows the oscillation of
the RHEED specular spot during deposition of GaAs and subsequent deposition
of InGaAs. The growth was performed on the GaAs(100) using the substrate
temperature of 480ıC. The oscillations have been recorded with the RHEED beam
parallel to the [010] azimuth. The estimated composition of In was �14%.

We should note that applicability of this method for composition evaluation is
dependent on the lattice mismatch between the compound grown for the calibration
purposes (InGaAs in this case) and the substrate/buffer layer. For example, it is
not possible to grow several ML-thick InAs binary alloy on GaAs(100) because
the critical thickness for growing two-dimensional layer-by-layer InAs is below
two MLs. For an InGaAs ternary alloy, the critical thickness for growth on the
GaAs(100) substrate depends on the In content; for the In content exceeding
30%, it drops below 7 nm rendering difficult the use of RHEED for composition
calibration. In this case, higher Ga flux is used to test the InGaAs growth rate
and In composition while for the final target structure, the Ga flux is decreased.
In the case of quaternary alloy, such as AlxInyGa1�x�yAs, the Al contents (x) and
In contents (y) can be estimated by measuring the growth rates of AlAs, GaAs,
and InGaAs and rGaAs, rInGaAs, and rAlAs, respectively. Then the composition of
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Fig. 1.11 RHEED intensity
oscillations (specular spot in
the [010] azimuth) recorded
for GaAs (upper panel) and
subsequently grown InGaAs
(lower panel). The In
contents calculated from the
increase of the InGaAs
growth rate with respect to
GaAs is equal to 14%

the quaternary alloy can be estimated as being xD rAlAs=.rInGaAs C rAlAs/ and
y D .rInGaAs � rGaAs/=.rInGaAs C rAlAs/.

The applicability of this method is limited to the multinary alloys with the
intermixed III elements (e.g., InGaAs and AlGaAs). For alloys with the mixed
V elements, like GaAsSb, GaAsP, and GaAsN, the use of this method is much
more difficult, or sometimes impossible, because the growth rates are limited by
the elements of the group III (i.e., they do not depend on the group V fluxes).
In some special cases, this problem can be overcome. For example, reducing the
group-V flux and depositing 2–3 MLs of the III element (Ga in the case of GaAs),
one gets a group III-rich surface (e.g., Ga). Exposing this Ga-rich surface to the flux
of V element will result in 2–3 RHEED intensity oscillations. Then the growth rate
determined from the period of these oscillations is proportional to the impinging V
element flux.

1.5 Concluding Remarks

Crystalline interfaces and thin films are the building blocks of many advanced
semiconductor devices as well as devices not existing currently. Any improvement
in the ordering at the junction will decrease the defect density, having clear
implications on the device lifetime and energy consumption. These well-defined
materials also make it possible to elucidate their fundamental atomic and electronic
structures with detailed measurements and calculations. The engineering of the
well-defined growth fronts has a key role in the manufacturing of crystalline
interfaces and films. This chapter introduced the LEED and RHEED methods which
are routinely used by crystal growers to monitor the surfaces of crystalline films.
The LEED and RHEED patterns visualize the reciprocal lattice of the surface layer
studied, from which the surface lattice can be readily constructed. The examples
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discussed dealt with the III–V semiconductor surfaces, which exhibit various
reconstructions as a function of the substrate temperature and III/V atom ratio. The
literature abounds in many results showing how the starting surface reconstructions
are linked to the quality of the III–V interfaces and grown films. Here we have
presented a series of diffraction patterns for a few technologically important
III–V(100) substrate surfaces. Knowing the type of reconstruction required one
could identify adequate growth conditions for the fabrication of novel crystalline
films and related device structures.
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