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Preface

Reverse Logistics is an area that has attracted growing attention over the last
years both from the industrial as well as from the scientific side. The proper
management of reverse flows of products and materials is of considerable im-
portance in many industries because of its influence on economic performance
and environmental impact. The respective management tasks, however, are
connected with new challenging planning and control problems. This espe-
cially holds for product recovery management concerning remanufacturing
operations where used products, after being returned to the manufacturer,
are reprocessed such that they are as good as new and can be re-integrated
into the forward logistics stream.

A major issue in remanufacturing is how to optimally coordinate the poten-
tial activities directed at meeting customer demands for serviceable products
and to deal with returns of products after end-of-use. The respective decisions
refer to finding a proper mix of manufacturing original and remanufacturing
used products as well as of stock-keeping and disposing of returned items.
Hereby, relevant cost impacts and time patterns of demand and returns have
to be taken into consideration.

Up to now, research contributions to this field of Reverse Logistics have
addressed only two main aspects that result in high complexity of decision
making in product recovery management. One aspect is that of capacity re-
strictions and fixed costs in manufacturing and remanufacturing systems that
makes coordination of lot-sizing a challenging problem. The second aspect
refers to uncertainty of demands and returns that leads to complicated sto-
chastic interactions which have to be coped with by appropriate decision rules
and safety stock policies. While these issues are highly relevant for operational
and tactical decision making, a third aspect with mainly strategic importance
has largely been ignored. This is the aspect of time-variability and dynamic
change of major input parameters for product recovery decisions. On the one
hand, this refers to the variability of product demand and return schemes that
can be observed both due to seasonality and the classical life cycle pattern for
many product categories. On the other hand, over larger time spans we also



face specific cost dynamics caused by experience effects in manufacturing and
remanufacturing processes.

It is the commendable contribution of this book that it sheds some light
into this complicated field of how to respond most effectively to the dynami-
cally changing environment in product recovery strategy. This response refers
to choice of time-varying coordination strategies of manufacturing, remanufac-
turing and disposal activities as well as to the timing of investment decisions in
product recovery technologies. Embedded in these considerations an analysis
is developed of how and why to use different kinds of strategic inventories to
enable best reactions to dynamic cost, demand and return processes. Based on
advanced quantitative modeling and optimization techniques a deep analysis
of the addressed complex dynamic decision problems is given.

Summarizing, this book presents major progress in scientifically investigat-
ing the field of complex problems of product recovery management induced
by several types of dynamics in the planning environment. The underlying
dynamic problem aspects are of enormous practical importance, but have not
been addressed appropriately in research contributions before. By studying
this book the reader will learn novel and interesting findings on how to re-
spond strategically to ongoing changes of a product recovery environment by
responsive recovery policies and dynamic inventory management.

Magdeburg, April 2006 Karl Inderfurth
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1

Introduction

1.1 Objective and Motivation

The integration of product recovery into regular production processes has
developed into a challenge for the manufacturing industry (Guide and Van
Wassenhove (2002)). While in the past a firm’s main concern was to sell its
products leaving the burden of final disposal to society, it is now increasingly
assigned responsibility for what happens with the product after use. Conse-
quently, product recovery leads to additional restrictions firms must take into
account, but it also enables new opportunities (Stock et al. (2002)).

There are many reasons for this development. An increasing environmen-
tal consciousness of the public and limited availability of natural resources to
manufacture new products on one side and the necessity to find alternatives to
landfilling and incineration of waste led to new regulations that aim at reduc-
ing the quantity and environmental impact of waste. Environmental legislation
incorporates the prohibition of substances that aggravate material recovery,
the enforcement of collection networks, and industry specific take back and
recovery obligations. Some of the many examples are the German Recycling
and Waste Control Act (Kreislaufwirtschafts- und Abfallgesetz, KrW-/AbfG)
enacted in 1996 that extended product responsibility of manufacturers to the
end of life phase and the EU Directive on Waste Electric and Electronic Equip-
ment (WEEE) from 2003 which calls for the installment of collection networks.
A recent overview on end-of-life legislation issues with examples from the US,
Europe, and Japan can be found in Toffel (2003).

In addition, economic motives lead to a voluntary product take back of
original equipment manufacturers (OEMs), as detailed and classified in Tof-
fel (2004). First, recovering products allows us to reduce production cost by
using recovered material and components in lieu of virgin material and newly
produced components. Second, the fact that there is demand for leased prod-
ucts in the marketplace forces us to confront these products again at the end
of the lease period. In this example, dealing with returns is part of the ‘price
we pay’ to service the demand for these products. Third, customer behavior
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seemed to be influenced by the environmental image of firm, and therefore
using recovered material in products or merely engaging in product recov-
ery itself increases the demand from this market segment. Fourth, aftermar-
kets are often lucrative revenue generators, and therefore must be protected
against third parties servicing demand for spare parts, etc. Finally, it is also
viewed that taking environmentally friendly steps, for instance implementing
a product recovery system before take-back laws exist, at times successfully
preempts environmental legislation. On the other hand, Reinhardt (1999) also
points out that encouraging environmental legislation can lead to an improved
position of the firm, forcing competitors into compliance.

An increasing return of used products encourages OEMs to produce more
environmental friendly yet recoverable products. A large number of examples
for product recovery due to varying incentives are assembled by de Brito et al.
(2005) and range from the reprocessing of chemicals in the pharmaceutical in-
dustry (see Teunter et al. (2005)) to the remanufacturing of Kodak single-use
cameras or of complex products like engines in the car manufacturing indus-
try (the latter two examples will be further detailed below as case studies).
Thierry et al. (1995) put forth an overview on strategic product recovery
issues and differentiate between product recovery options recycling, repair,
cannibalization, refurbishing, and remanufacturing. Out of these options, re-
manufacturing seems especially appealing to OEMs since large parts of the
added value can be recovered (Klausner and Hendrickson (2000)).

Product recovery management is charged with the coordinated planning
and control of both production and recovery processes that serve the same
demand for materials, parts, or final products. In the context of remanufac-
turing, both sources are assumed to be perfect substitutes, and recovered
products are usually said to be as good as new. It should be noted that al-
though we might choose other recovery options (e.g. repair or refurbishing)
to be performed on the returns, we restrict our attention to remanufacturing
as we presume substitutability.

When dealing with product returns, logistic processes are more compli-
cated to control since both forward and backward flows must be coordi-
nated. Production planning is more complex since there now exist two possible
sources to serve the demand which need to be coordinated, therefore raising
new operational questions. These problems receive growing interest from re-
searchers and practitioners alike and are summarized in the field of Reverse
Logistics. The European Working Group on Reverse Logistics (REVLOG)
uses the following definition:

The research area of Reverse Logistics covers “the process of plan-
ning, implementing and controlling backward flows of raw materials,
in process inventory, packaging and finished goods, from a manufac-
turing, distribution or use point, to a point of recovery or point of
proper disposal.” (de Brito and Dekker (2004))
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Quantitative approaches in reverse logistics have been surveyed by Fleisch-
mann et al. (1997) and more recently by Dekker et al. (2004). According to
the example of the latter work one can distinguish between three important
domains of research within this field, namely: extended supply chain manage-
ment dealing with relations between different partners inside a reverse logis-
tics system, reverse distribution which includes collection and transportation
aspects, and production and inventory management. Here, we focus on the
last aspect and assume that an appropriate collection network exists which
provides an OEM access to its own used products.

1.2 Inventory Management in Reverse Logistics

There are several reasons to keep stock in traditional production settings, as
discussed in Silver et al. (1998), Chapter 3, and inventories can be classified
based on their economic motivation. Specifically, safety stock is used to buffer
from short term uncertainty of demand and supply, cycle stock is used to
account for trade-offs between e.g. fixed setup and holding costs, and antic-
ipation stock is often used to smooth capacity utilization in a dynamic (e.g.
seasonal) environment.

Managing inventory in the presence of returns leads to additional com-
plexity. In the case of safety stock, we must now account (in addition to the
traditional demand uncertainty) for the uncertainty surrounding the supply of
returns, whereas in lot sizing we must coordinate lot sizes and setup times for
both production and remanufacturing. Stocks have to be distributed among
inventories for serviceables and recoverables (returns). These issues have re-
ceived attention in research (for reviews on inventory management in reverse
logistics see Dekker and van der Laan (2003), de Brito and Dekker (2003) and
Fleischmann and Minner (2004)), but they hardly explain the large amount
of returned used products held in stock at remanufacturing facilities, as is
confirmed by Seitz and Peattie (2004). When adapting our treatment of an-
ticipation stock, we find that the addition of the return stream yields entirely
new situations in which we hold stock, which directly result from the dynamic
environment firms operate in.

A closer look at the product recovery environment reveals many factors
which fluctuate over time. Starting with an obvious one, the demand for the
product will vary over time. However, this is no surprise. Frequently, life cy-
cle patterns as well as seasonality will influence demand. In medium-range
aggregate production planning (Silver et al. (1998), Chapter 14), we seek to
smooth capacity utilization by using seasonal inventory. The resulting solution
lies between two extremes of nearly constant production (level) and produc-
tion which is synchronized with demand (chase). The amounts of returned
products may likewise vary over time, as is documented in the following two
cases:
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Case 1.1. DaimlerChrysler engines (see Kiesmüller et al. (2004))
DaimlerChrysler operates several facilities for recovering parts from used cars,
one of which remanufactures used engines for Mercedes Benz cars at the plant
Berlin-Marienfelde (MTC). Annually, about 12,000 engines from 28 classes
and 800 different model variants are remanufactured. An ABC-classification
revealed that 60% of the returns are contributed by 3 classes.
Dynamic issues, i.e. time dependent demands and returns, have to be con-
sidered for two reasons. First, demands for an engine class follow the shape
of a product life cycle, starting with a phase of increasing sales, followed by
the maturing phase and finally declining sales towards the end of a product’s
life cycle. Returns follow demands in a similar pattern, delayed by the usual
life time of an engine and reduced by the number of not returned engines. In
the growth phase, demand for remanufactured engines is significantly higher
than available returns and all returned cores are remanufactured. Later in the
maturing phase, demand decreases and returns can exceed remanufacturing
orders. This divides the product life cycle into two main phases, the first with
insufficient cores and another one with excessive cores. Similar effects, i.e. dy-
namic fluctuations of both, demand for remanufactured items and supply of
returns, leading to shortage and overage situations have also been reported
for car part remanufacturing at Volkswagen (van der Laan et al. (2004)).

Case 1.2. Kodak single-use cameras (see Goldstein (1994) and Guide
et al. (2003b))
Introduced by Fuji Photo Film Co. as ‘film with lens’ and originally designed
to be thrown away after use, the single-use camera now is another example of
successfully closing the loop on a higher level of product recovery. According
to Kodak (2003), about 775 Million cameras have been processed since the
start of the product recovery program in 1990 and currently a worldwide re-
turn rate of 75% has been achieved. The amount of reusable materials ranges
between 77-90% (by weight) of the product. Most recovered parts are plastic
bodies, which are reused up to six times and the circuit boards required in
flash cameras, which are used up to 10 times.
An important issue that Kodak faces is to deal with dynamic demand and
return streams. Goldstein (1994) stated that there is “a lot of seasonality and
cyclical behavior” in the market for single-use cameras. This stems from peak
selling periods that differ among the various models: Underwater cameras
mostly are sold in summer and winter vacation season, while flash cameras
sell best around winter holiday season, and peak season for single-use cam-
eras is between March and early September. On the reverse flow side, batch
shipments from smaller photofinisher labs to collection facilities can lead to
a delay of a couple of months between development of film and shipment to
Kodak. On average it took between three and five months for a camera to
be returned after being (re)manufactured. Although these numbers have been
reduced in recent years, a large number of used products return at the end of
a peak season or during off-season.
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As the two cases have shown, there will be periods where returns exceed
demand (excess returns) and other moments where demand exceeds returns
(excess demand). Since available returns can also be seen as a capacity to re-
cover products, an inventory can be used to enlarge the capacity when needed.
Fleischmann and Minner (2004) call such stocks ‘opportunity stocks’, because
they enable additional recovery opportunities. From a more strategic point of
view, cost parameters themselves can change over time caused not only by
external influences (such as ever-increasing disposal fees) but also by internal
impacts like learning (or experience) curve effects. Lastly, in the long run,
available capacity for product recovery is also not fixed over time but can be
changed through capacity expansion or reduction.

Most of product recovery and inventory management models are either
restricted to stationary conditions or treat dynamic aspects only numerically,
for recent overviews on stochastic inventory control see van der Laan et al.
(2004) and for lot sizing issues Minner and Lindner (2004). As a consequence,
Dekker et al. (2000) suggest more examination of the effects of non-stationary
demand/return conditions on inventory control for joint manufacturing re-
manufacturing systems.

This thesis concerns itself with the incorporation of dynamic issues in
medium and long-term product recovery management. In doing so, we ex-
pressly ignore more operative disassembly issues, which would complicate
matters. We also restrict ourselves to time-varying deterministic environ-
ments, ignoring short term stochastic fluctuations as is common practice in
other medium to long term models. We avoid more unnecessary complication
by examining the simplest case of a single product or a single part/module.
Decisions faced in this realm include (1) when to invest in remanufacturing
capabilities (if at all), (2) when to start collecting, hold stock of, and dis-
pose of returns. It specifically deals with use of anticipation inventories for
smoothing both capacity supply (e.g. return availability) as well as capacity
demand. Strategic implications are expressly considered, especially the deci-
sion of whether to engage in a higher level of recovery or not, including aspects
such as knowledge acquisition (e.g. experience curve effects) and the additional
operational and investment expenditures required to implement product re-
covery processes (Toffel (2004)). The consideration of more strategic issues
in research has been recently demanded by Guide et al. (2003a) since it is
seen to be of particular value for practitioners. Long term decisions involve
significant sums of money and are often difficult (if not impossible) to change.
Examining our problem specifically, we can see that the decision on when to
invest if made erroneously could result in opportunity costs rising from either
lost recovery cost advantage (if made late) or capital costs (if made early).
Investment on product recovery capability is a decision made very carefully
by managers, and one that they certainly do not want to get wrong. Likewise,
deciding on the correct time to start keeping excess returns is also important
and has far reaching effects. If we start too early, we sacrifice capital costs
filling our inventory with unusable scrap. This error would be particularly
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painful if we could have reaped a salvage value by ‘disposing’ of the returns.
Waiting too long, on the other hand, results in lost recovery cost advantage.

1.3 Methodology

An appropriate way to examine long term issues is to use a continuous time
model, which avoids the discretization of time and the influence of the choice
of time units on the model and results. Another advantage of this modeling
is that parameters can be given by continuous time functions, eliminating
the need to specify them for each time period. Dynamic modeling properties
motivates the use of the theory of Optimal Control as a solution method.
Starting with the pioneering work by Pontryagin et al. (1962) it has reached
a wide range of applications in economics and management, see e.g. Seierstad
and Sydsæter (1987), Kamien and Schwartz (1991), or Sethi and Thompson
(2000). It can be compared with dynamic programming methods developed
by Bellman (1957) at about the same time but, according to Feichtinger and
Hartl (1986), a main advantage of optimal control is the possibility of gaining
insights into the general structure of solutions for an entire problem class.

Although there are extensions to solve discrete time problems, optimal
control literature mainly deals with continuous time systems. A system in
this sense is characterized by one or more state variables (e.g. an inventory
stock level) which are changed by external influences (demand) or by choosing
control variables (production). The development of the states is characterized
by a differential equation named state (transition) equation. Both, state as well
as control variables, can be subject to constraints which have to be considered.
An optimal solution is given by optimal trajectories (functions of time) of the
state and control variables which maximize (or minimize) a given objective
function.

Pontryagin’s Maximum Principle provides a set of necessary conditions for
an optimal solution, which is also sufficient under certain conditions. Using
the Maximum Principle the dynamic problem is decomposed into an infinite
sequence of interrelated static problems, one for each time instant. These are
connected by introducing co-state (also called adjoint) variables, which can
interpreted as the shadow price of changing the system state. A static objective
function, called Hamiltonian, is constructed in a way that it measures the total
effects of the decisions at a certain time point on the objective. These can be
split into a direct and an indirect effect. The direct effect is given for instance
by the costs of producing an item. The indirect effect arises since decisions
also have an influence on future opportunities by changing the system’s state,
e.g. by decreasing or increasing the inventory level. It is measured by the rate
of change of the state times the corresponding shadow price (given by the
co-state). This yields another advantage of optimal control since the co-states
can also be interpreted as the value of e.g. another returned item, a produced,
or remanufactured product.
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As in dynamic programming, where an optimal decision is taken at each
stage (instant of time) assuming that up to that point all decisions have
been taken optimally and the same will hold for future decisions, the Hamil-
tonian has to be maximized at each instant of time by appropriately choosing
the controls for given optimal state and co-state values, subject to relevant
constraints on control and state variables. This is applied by using standard
methods of non-linear programming. Further necessary conditions contain the
rate of change of the co-state variables. Thus, a system of differential equa-
tions including the state transitions, co-state transitions, and optimal control
policies has to be solved.

For an overview on traditional continuous time production and inventory
models see e.g. Feichtinger and Hartl (1986), Chapter 9 or Sethi and Thomp-
son (2000), Chapter 6. Well known examples are variants of the HMMS-model
(Holt et al. (1960), Thompson and Sethi (1980)) that uses a quadratic objec-
tive in order to retain goal levels for both inventory and production. Linear
inventory and convex production costs are used in Arrow-Karlin type models
(Arrow and Karlin (1958)). More recently, these models have been extended to
cope with environmental issues. Wirl (1991) and Hartl (1995) analyzed effects
of environmental constraints in the Arrow-Karlin model and Dobos (1998)
used the HMMS approach. Product recovery systems including remanufac-
turing and disposal of returned products under non-linear cost regimes are
covered e.g. by Kistner and Dobos (2000). In most practical situations, how-
ever, a linear cost regime is present and will be used throughout this work.
Recent applications of optimal control in dynamic product recovery are re-
viewed by Kiesmüller et al. (2004).

1.4 Outline of the Thesis

The road-map followed in the succeeding chapters is given as follows.
In Chapter 2, a basic model for product recovery is presented. It aims

to explain under which conditions returns should be kept in an anticipation
stock. It extends the investigation of a single product/single stage product
recovery system by Minner and Kleber (2001) by allowing for discounting.
Some attention is paid to the valuation of inventories which in this case can
be quite easily accomplished through exploiting the advantages of the solution
methodology.

In traditional medium-term aggregate production planning an anticipation
stock is used when capacity of the cheaper regular mode becomes binding in
order to avoid high costs of overtime. However, the second supply source might
also be limited. Therefore, Chapter 3 discusses the implications of capacity
constraints on both the cheaper source (remanufacturing) and the ‘overtime’
mode (production).

Chapter 4 relaxes the assumption of general preferability of remanufactur-
ing over manufacturing. Knowledge acquisition during repeated remanufac-
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turing operations can itself lead to profitable remanufacturing, even if there
is no immediate cost advantage. The influence of learning in the remanufac-
turing process on stock-keeping decisions is analyzed, revealing that (under
certain circumstances) another motive for holding recoverables is to postpone
the start of remanufacturing.

Chapter 5 deals with the use of anticipation inventory in controlling re-
manufacturing capacity over the product life cycle in the most simple case,
the choice of the investment time of a remanufacturing facility with unlim-
ited capacity. More specifically, when introducing a new product, two related
decisions have to be considered, namely product design and the choice of
the recovery mode and a corresponding technology. This is accomplished by
considering the influences of such decisions on direct production costs and
initial investment expenditures. Taking into account the limited availability
of used products in the beginning of a products life cycle and a decreasing
time value of the required investment expenditures connected with the set-up
of the remanufacturing process, the issues addressed here are when to initiate
this process and how the use of a strategic recoverables inventory does affect
this decision.

Some concluding remarks are given in Chapter 6, along with a recapitula-
tion of the main results of the thesis, as well as a short discussion of related
work.


