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Introduction 

Since Shapley (1974) introduced the index for equilibria, its importance in 
the context of game theory has been increasingly appreciated. For example, 
index theory can be a useful tool with regards to strategic characterisations 
of equilibria and equilibrium components. Demichelis and Ritzberger (2003) 
show that an equilibrium component can only be evolutionary stable if its 
index equals its Euler characteristic. At the same time, most of the existing 
literature on the index is technically demanding, and the amount of algebraic 
topology required is substantial. As a consequence, this literature is difficult 
to access for most economists and other applied game theorists. 

The contribution of this thesis can be divided into two parts. The first 
part concerns methods and techniques. By introducing a new geometric-
combinatorial construction for bimatrix games, this thesis gives a new, in­
tuitive re-interpretation of the index. This re-interpretation is to a large extent 
self-contained and does not require a background in algebraic topology. The 
second part of this thesis concerns the relationship between the index and 
strategic properties. In this context, the thesis provides two new results, both 
of which are obtained by means of the new construction and are explained 
in further detail below. The first result shows that, in non-degenerate bima­
trix games, the index can fully be described by a simple strategic property. 
It is shown that the index of an equilibrium is +1 if and only if one can add 
strategies with new payoffs to the game such that the equilibrium remains the 
unique equilibrium of the extended game. The second result shows that the 
index can be used to describe a stability property of equilibrium components. 



2 Introduction 

For outside option components in bimatrix games, it is shown that such a 
component is hyperessential if and only if it has non-zero index. 

The new geometric-combinatorial construction, which is referred to as 
the dual construction, can be described as follows. For an m x n bimatrix 
game, the construction translates the combinatorial structure of the best reply 
regions for both players into an (m— 1)-simplex that is divided into simplices 
and labelled regions (see, for example. Figure 2.6 below). The simplices in 
the division account for the best reply structure of player II. The simplices 
themselves are divided into best reply regions for player I, accounting for the 
best reply structure of player I. 

In this representation of bimatrix games, the Nash equilibria are rep­
resented by points that are completely labelled with all pure strategies of 
player I. Earlier constructions required the use of all pure strategies of both 
players as labels. The index is simply the local orientation of the labels around 
a completely labelled point (Figure 2.11). The Lemke-Howson algorithm, 
which builds the foundation for Shapley's original index definition, can be 
re-interpreted as a path-following algorithm in the new construction (Fig­
ure 2.8). Since the new construction is of dimension m— 1, both the index 
and the Lemke-Howson algorithm can be visualised in dimension at most 3 
for every mxn bimatrix game with m < 4. 

But the construction does not merely yield an intuitive re-interpretation of 
the index and the Lemke-Howson algorithm. More significantly, it can dis­
close relationships between the index and strategic properties. In this context, 
this thesis provides, as mentioned, two new results. 

As for the first result, it is shown that the index of an equilibrium is H-1 if 
and only if it is the unique equilibrium of an extended game. The result proves 
a conjecture by Hofbauer (2000) in the context of equilibrium refinement. The 
proof is based on the idea that one can divide an (m — 1)-simplex such that 
there exists only one completely labelled point which represents the index +1 
equilibrium (Figure 4.7). Then such a division can be achieved as the dual 
construction of an extended game where strategies for player II are added 
(Figure 4.8). 

The second result solves, for a special case, a problem that was open for 
some time. This problem addresses the question whether and how topologi-
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cal essentiality and game theoretic essentiality (Wu and Jiang (1962); Jiang 
(1963)) are related. Govindan and Wilson (1997b) argue that the resolution 
of this problem is highly relevant with respect to axiomatic studies: Imposing 
topological essentiality as an axiom in a decision-theoretic agenda is ques­
tionable if there is a gap between topological and strategic essentiality. Hauk 
and Hurkens (2002) construct a game with an outside option equilibrium 
component that has index zero but is essential. This demonstrates that topo­
logical essentiality is not equivalent to strategic essentiality. However, their 
example fails the requirement of hyperessentiality, i.e. the component is not 
essential in all equivalent games (Kohlberg and Mertens (1986)). The follow-
up question is whether hyperessentiality is the game theoretic counterpart 
of topological essentiality. In this thesis, it is shown that this is the case for 
outside option equilibrium components in bimatrix games. That is, an out­
side option equilibrium component in a bimatrix game is hyperessential if 
and only if it has non-zero index. The proof is based on creating equivalent 
games by duplicating the outside option. An example presented in this thesis 
shows that one can create an outside option equilibrium component that has 
index zero and is essential in all equivalent games that do not contain du­
plicates of the outside option. However, it can be shown that the component 
fails the requirement of hyperessentiality if allowing duplicates of the outside 
option. 

The proof of this result employs the combinatorial nature of the index for 
components of equilibria. In the framework of the dual construction, the in­
dex for components of equilibria is defined by a combinatorial division of a 
boundary into labelled best reply regions. This re-interpretation of the index 
for components is very similar to the index in the framework of the Index 
Lemma, a generalisation of Spemer's Lemma. For labellings as in the Index 
Lemma it is shown that, if the index of a boundary triangulation is zero, then 
there exists a labelled triangulation such that the triangulation does not con­
tain a completely labelled simplex. The proof extends an index-zero boundary 
division of a polytope into labelled regions such that no point in the interior 
of the polytope is completely labelled. This extension is then translated into 
a triangulation (Figure 6.2). The proof for outside option components works 
similarly. Given an index-zero component, the dual of the component can be 
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divided into labelled regions such that no point is completely labelled. It is 
then shown that such a division can be achieved as the dual construction of 
an equivalent game in which the outside option is duplicated and perturbed 
(Figure 6.10). 

The concept of essentiality is strongly influenced by the theory of fixed 
points and essential fixed point components (Fort, 1950). In a parallel and 
independent work, Govindan and Wilson (2004) show that, for general Â -
player games and general equilibrium components, a component has non­
zero index if and only if it is hyperessential. Their proof is based on a well-
known result from fixed point theory that shows that a fixed point component 
is essential if and only if it has non-zero index (O'Neill, 1953). Their proof 
is technically very demanding. In contrast, the proof presented here for the 
special case provides a geometric intuition and does not require a knowledge 
of fixed point theory. 

There is, however, a link between the combinatorial approach of this thesis 
and fixed point theory. This link is established via Spemer's Lemma (Spemer, 
1928). The representation of bimatrix games in form of the dual construction 
reveals strong analogies with Spemer's Lemma. Spemer's Lemma is a clas­
sical result from combinatorial topology and is equivalent to Brouwer's fixed 
point theorem. Using the parallels of the dual constmction with Spemer's 
Lemma it is shown that the existence of Nash equilibria in a non-degenerate 
bimatrix game is equivalent to Brouwer's fixed point theorem. On a similar 
topic, McLennan and Tourky (2004) derive Kakutani's fixed point theorem 
using the Lemke-Howson algorithm. 

An additional result of this thesis, which does not involve the dual con­
stmction, is the constmction of equilibrium components with arbitrary in­
dex. It is shown that for every integer q there exists a bimatrix game with an 
outside option equilibrium component that has index q. The constmction is 
purely based on the properties of the index, and does not require knowledge 
of algebraic topology. This result originates from Govindan, von Schemde 
and von Stengel (2003). 

The stmcture of this thesis is as follows. Chapter 1 introduces notations 
and conventions used throughout this work (Section 1.1). Sections 1.2 and 1.3 
contain reviews of the Lemke-Howson algorithm and index theory. Sec-
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tion 1.4 shows how equilibrium components of arbitrary index can be con­
structed. Chapter 2 introduces the dual construction (Sections 2.1 and 2.2) 
and gives a re-interpretation of the index and the Lemke-Howson algorithm 
(Sections 2.3 and 2.4). Chapter 3 describes the parallels between the dual con­
struction, Spemer's Lemma, and Brouwer's fixed point theorem. In Chapter 4, 
it is shown that the index for non-degenerate bimatrix games can be fiilly de­
scribed by a strategic property. In Chapter 5, the dual construction is extended 
to outside option equilibrium components (Section 5.2). It also contains a re­
view of the Index Lemma (Section 5.1). Finally, Chapter 6 investigates the 
relationship between the index and hyperessentiality. Section 6.1 considers 
index-zero labellings in the context of the Index Lemma. In Section 6.2, it is 
shown that an outside option equilibrium component is hyperessential if and 
only if it has non-zero index. A list of symbols is given at the end. Proofs and 
constructions are illustrated by figures throughout this work. 



Equilibrium Components with Arbitrary Index 

This chapter describes a method of constructing equihbrium components of 
arbitrary index by using outside options in bimatrix games. It is shown that 
for every integer q there exists a bimatrix game with an outside option equi­
librium component that has index q. The construction is similar to the one 
used in Govindan, von Schemde and von Stengel (2003). That paper also 
shows that ^-stable sets violate a symmetry property which the authors refer 
to as the weak symmetry axiom. The construction of equilibrium components 
of arbitrary index is the main result of this chapter. 

The structure of this chapter is as follows. Section 1.1 introduces nota-
tional conventions and definitions that are used throughout this work. Sec­
tion 1.2 gives a brief review of the classical Lemke-Howson algorithm that 
finds at least one equilibrium in a non-degenerate bimatrix game. Although 
the Lemke-Howson algorithm does not play a role in the construction of equi­
librium components of arbitrary index, it can be used in the index theory for 
non-degenerate bimatrix games. Shapley (1974) shows that equilibria at the 
ends of a Lemke-Howson path have opposite indices. The Lemke-Howson 
algorithm also plays an important role in subsequent chapters when it is inter­
preted in a new geometric-combinatorial construction (see Chapters 2 and 3). 
Section 1.3 reviews the concept of index for Nash equilibria in both non-
degenerate bimatrix games and general A/̂ -player games. Using basic proper­
ties of the index for components of Nash equilibria, Section 1.4 shows how 
equilibrium components of arbitrary index can be constructed as outside op­
tions in bimatrix games. It is shown that for every integer q there exists a 
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bimatrix game with an equilibrium component that has index q (Proposi­
tion 1.6). 

1.1 Preliminaries 

The following notations and conventions are used throughout this work. The 
/:-dimensional real space is denoted as M ,̂ with vectors as column vectors. 
An m X n bimatrix game is represented by two mxn payoff matrices A and 
B, where the entries Aij and Bij denote the payoffs for player I and player II in 
the /-th row and y-th column of A and B. The set of pure strategies of player I 
is denoted b y / = {!,...,m}, and the set of pure strategies of player II is 
represented byA^ = { l , . . . ,n} . The rows of A and B are denoted «/ and bi for 
/ G /, and the columns of A and B are denoted Aj and Bj for j GN. The sets 
of mixed strategies for player I and player II are given by 

X = lxeR"'\llx= 1, jc/ > 0 V / G / } , 

Y = [yGW'\lJy=lyj>OyjeN], 

where l^ G K̂  denotes the vector with entry 1 in every row. For easier dis­
tinction of the pure strategies, let 7 = {m + 1,..., m + «}, following Shapley 
(1974). Any j EN can be identified with m-{-jeJ and vice versa. A label is 
any element inlUJ. For notational convenience, the label j is sometimes used 
to refer to the pure strategy j — mof player II if there is no risk of confusion. 

X is a standard (m — 1)-simplex that is given by the convex hull of the unit 
vectors ei G M'̂ , / G /, and F is a standard {n — 1)-simplex given by the convex 
hull of the unit vectors ^y_^ eWJ^J, The terms "(m - 1)" and "{n-iy 

refer to the dimension of the simplex. In general, an (m — 1)-simplex is the 
convex hull of m affinely independent points in some Euclidian space. These 
points are the vertices of the simplex, and the simplex is said to be spanned 

by its vertices. 

An affine combination of points z\^...^Zm in an Euclidian space can be 
written as X/Li ^iZi with YIiL\ h = 1 and ^/ G K, / = 1,... ,m. A convex com­

bination is an affine combination with the restriction A,/ > 0, / = 1,... ,m. A 
set of m points Zi,...,Zm is affinely independent if none of these points is an 
affine combination of the others. This is equivalent to saying that X/li hzi = 0 
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and Y!iL\ \ = 0 imply that X\ = .., = X^ = 0. A convex set has dimension 
rf if it has J + 1, but no more, affinely independent points. A k-face of an 
(m— 1)-simplex is the /:-simplex spanned by any subset of A:+ 1 vertices. The 
standard (m— 1)-simplex spanned by the unit vectors in W^ is denoted by 
A'"-i. SoX = A'^-^ and Y = A'^'K 

For a mixed strategy x € X, the support of x are the labels of those pure 
strategies that are played with positive probability in x. The support for y G F 
is defined similarly. So 

supp(x) = {/ € / I Xi > 0}, supp(3;) = {jeJ\ yj-m > 0}. 

The strategy sets X and Y can be divided into best reply regions X{j) and 
Y{i). These are the regions in X where y G / is a best reply and the regions in 
Y where / G / is a best reply, so 

x{j) = (xeX\BJX>BjxykGj\, y{i) = {y^y\^ly>akyykei}. 

The regions X{j) and Y{i) are (possibly empty) closed and convex regions 
that cover X and Y, For a point jc in X the set J{x) consists of the labels of 
those strategies of player II that are a best reply with respect to x. The set I{y) 

is defined accordingly, so 

j{x) = {jeJ\xex{j)}, i(y) = {iei\yeY{i)}. (i.i) 

For / G /, the set X(/) denotes the (m — 2)-face of X where the /-th coordinate 
equals zero. For ; G / , the set Y{j) is defined as the {n — 2)-face of Y where 
the {j — m)-th coordinate equals zero. 

X(/) = {(xi,... ,x^)'^GX|x/ = 0} ,y ( ; ) -{ (3 ; i , . . . , y , ) ^Gr |yy_^ = 0 } . 

Similar to (1.1), the sets I{x) and J{y) are defined as 

i{x) = {iei\xex{i)}, j{y) = {jeJ\yeY{j)}. (1.2) 

The labels L{x) of a point x E X and the labels L{y) of a point y G K are 

defined as 

L{x) = {ke lUJ I k G X{k)}, L{y) = {keI[JJ\ke Y{k)}. (1.3) 


