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On the Use of Stochastic Complexity in Spectral 
Analysis of Radial Velocity Data 
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Abstract. The periodogram and its variants have been extensively used in the past 
for estimating the power spectral density. In this book chapter, we consider the 
case when the measurements are not equidistantly spaced on the time-axis, and we 
focus on testing the significance of the periodogram peaks. Because it is known 
that the standard tests of hypothesis testing are not suitable for this problem, we 
propose the use of Stochastic Complexity (SC). The performance of SC is 
evaluated in comparison with the Bayesian Information Criterion (BIC), which 
has been employed in the previous literature to solve the same problem. The 
numerical experiments on radial velocity measurements demonstrate that SC 
compares favorably with BIC. 

Keywords: periodogram, Bayesian Information Criterion, Stochastic Complexity, 
radial velocity data, extrasolar planet. 

1   Introduction 

The history of using a periodogram for spectrum estimation can be traced back to 
1900 when it was introduced by Schuster [1]. A modified form of it, the so-called 
Lomb-Scargle periodogram [2,3], is considered to be more suitable for the case 
when the real-valued measurements are not equidistantly spaced on the time-axis. 
It is well-known that the two previously mentioned forms of the periodogram have 
limited resolution capabilities due to the width of the main beam of the spectral 
window. Additionally, spurious peaks can occur due to the sidelobes of the 
spectral window [1]. Various improvements have been proposed to limit the 
effects of these drawbacks. For example, in [4] was introduced Real-valued 
Iterative Adaptive Approach (RIAA) which can be interpreted as an iteratively 
weighted periodogram. For an overview of the existing methods, we refer to [5]. 

It is important to remark that, up to now, most of the research effort was 
focused on estimating the power spectral density, whereas the problem of testing 
the significance of the periodogram peaks was less investigated. In [4], it was 
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noticed that the use of RIAA in combination with the Bayesian Information 
Criterion - BIC [6] does not produce good results. This is because the idealizing 
assumptions made in the derivation of BIC do not hold in practice. The solution 
adopted in [4] was to heuristically modify the expression of BIC. In [7], the 
method from [4] was further developed as follows: (i) instead of the real-valued 
algorithm (RIAA), its complex-valued variant (IAA) was employed; (ii) IAA 
estimates were refined by applying a relaxation maximum likelihood algorithm - 
RELAX [8]; (iii) the significance of the spectral peaks was tested with a carefully 
designed Generalized Likelihood Ratio Test (GLRT). Hence, the modified BIC 
was not employed albeit some heuristics were still involved. 

In this book chapter, we focus on the use of Stochastic Complexity (SC) for 
estimating the number of sinusoidal terms. Our choice is mainly determined by the 
fact that SC has already been proven to be successful in many practical 
applications. Some recent examples can be found in [9,10]. In the case of the 
problem addressed here, the major difficulty is the computation of SC [11]. It was 
already shown in [12] that, for sinusoidal regression models, the only practical 
approach is the one which evaluates SC with the method from [13]. The key point 
is that the penalty term within the SC formula involves the determinant of the 
Fisher Information Matrix (FIM). Depending on the considered assumptions, FIM 
can be given by three different formulas [12,14]. However, the irregular sampling 
pattern makes the problem more complicated than the one from [12,14], where the 
discussion was restricted to the case of uniformly sampled measurements. 

The interest for the spectral analysis of irregularly sampled data is not purely 
theoretical, but it is motivated by various applications from astronomy, seismology, 
paleoclimatology, genomics and laser Doppler velocimetry (see [5] for a 
comprehensive list of references). In the experimental part of this book chapter, we 
will focus on the analysis of radial velocity data.  

The rest of the book chapter is organized as follows. Section 2 is devoted to the 
motivation of the work. In Section 3, we present two methods for estimating the 
spectrum of non-uniformly sampled data. The first one corresponds to the Least 
Squares (LS) solution, while the second one is obtained by applying the RIAA 
algorithm. Section 4 describes the BIC and SC criteria. The settings for our 
experiments are outlined in Section 5. Then, in Section 6, we investigate the 
estimation capabilities of various methods by conducting experiments on radial 
velocity data. Section 7 concludes the work. 

2   Motivation of the Work 

One of the most active research areas in astrophysics concerns the detection of 
planets located outside the Solar System. For obvious reasons, they are called 
extrasolar planets, or shortly exoplanets. To gain more insight, we resort to some 
statistics which are available in [15]. 

In this context, we mention that, by March 2012, the astronomers have 
confirmed the detection of more than 750 exoplanets. However, the number of 
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discoveries has increased significantly during the recent years: In 2010, more than 
100 exoplanets have been discovered, whereas before 2006 no more than 50 
exoplanets were detected in the same year. 

Another interesting aspect is related to the detection methods. It seems that the 
most commonly employed technique is based on the analysis of the radial velocity 
data. The key idea is that an exoplanet orbiting a star could make the observed 
radial velocity of the star to oscillate within a certain range. Since the variations of 
the radial velocity cause Doppler shifts in the light emitted by the star, one might 
detect the exoplanet (or the exoplanets) revolving the star by analyzing the 
spectrum of the measured Doppler displacements.  

In theory, this was well-known as early as 1952 [16], but only the recent 
advances in spectrometer technology and observational techniques have allowed 
the astrophysicists to use the radial velocity data for discovering new exoplanets. 
In practical applications, there are some limitations, and this makes the radial 
velocity data to be measured at non-uniformly spaced time intervals.  

For the sake of concreteness, we will next consider the case of the three super-
Earths orbiting HD40307, and which have been discovered in 2008. They are 
more massive than the Earth, and this is why they are dubbed ``super-Earths´´. 
However, they are less massive than Uranus and Neptune, which are about 15 
Earth masses [17]. 

 
Example (Planetary System HD40307). The astronomers from the European 
Southern Observatory (ESO)  have used the High Accuracy Radial velocity Planet 
Searcher (HARPS) spectrograph which is attached to the La Silla telescope (in 
Chile) to observe the star HD40307 for about five years. The total number of the 
obtained measurements was 135. After discarding the observations deemed to be 
unreliable, a subset of 129 measurements recorded during about 878 days has been 
retained for further processing [17]. The retained measurements are publicly 
available in [18], and they are also plotted in Fig.1. Remark in Fig. 1 (a) the non-
uniform sampling pattern that limits the application of the customary spectral 
analysis methods [1].  We discuss in the following sections how this difficulty can 
be circumvented.  

3   Estimating the Power Spectral Density 

Assume that the real-valued measurements ݕሺݐଵ), … ,  ே) are available and theyݐሺݕ
have been recorded at the moments ݐଵ, … ,  ே, which are not equidistantly spacedݐ
on the time-axis. Additionally, we have ∑ (௡ݐሺݕ ൌ 0ே௡ୀଵ  . With the convention that 
the operator ሺ·)ٹ denotes transposition, we take the vector of observations to be  ࢟ ൌ  ሾݕሺݐଵ) ڮ   . ٹே)ሿݐሺݕ
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Fig. 1. Measurements for the planetary system HD40307: (a) The sampling pattern – the 
distance between two consecutive bars represents the sampling interval; (b) The radial 
velocity data after the mean value was subtracted from the measurements. 

We define a uniform grid on the frequency axis such that its step size is given by Δ߱. Let ܭ denote the number of grid points needed to cover the frequency interval ሾ0, ߱௠௔௫ሿ. If for ∈ Թ , ۂݔہ denotes the largest integer less than or equal to ݔ, then ܭ ൌ  .We will discuss later how Δ߱ and ߱௠௔௫ can be selected .ۂ௠௔௫/Δ߱߱ہ
Let ߱௞ ൌ ݇ ൈ Δ߱ be an arbitrary point on the frequency grid defined above. 

Here, we discuss two different estimators for the power spectrum at frequency ߱௞. 
The first one corresponds to the LS solution, while the second one is obtained by 
applying the RIAA algorithm. The presentation of the estimation procedures 
follows closely [4]. We need the supplementary notations: ࢉ௞ ൌ ሾcosሺ߱௞ݐଵ) ڮ cosሺ߱௞ݐே)ሿٹ ,  ࢙௞ ൌ ሾsinሺ߱௞ݐଵ) ڮ sinሺ߱௞ݐே)ሿ࡭  , ٹ௞ ൌ ሾࢉ௞ ࢙௞ሿ.  
The LS solution finds the vector of linear parameters 

௞ࣂ                                                  ൌ ሾܽ௞ ܾ௞ሿ(1)   ٹ 

minimizing ԡ࢟ െ  ௞ԡଶ , where ԡ·ԡ denotes the Euclidean norm. Hence, we getࣂ௞࡭

෡௞ࣂ                                            ൌ ሺ࡭௞ٹ ٹ௞࡭௞)ିଵ࡭ ࢟ ,    (2) 

for which the corresponding power spectral estimate is given by  

                                               ௅ܲௌሺ߱௞) ൌ ଵே ٹ෡௞ࣂ ሺ࡭௞ٹ  ෡௞ .   (3)ࣂ(௞࡭
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The estimate ࣂ෡௞ from (2) is also used to initialize the RIAA algorithm. More 
precisely, it is re-denoted ࣂ෡௞଴  to emphasize that it is the output of the RIAA 
iteration indexed by ݅ ൌ 0. Then, for each iteration indexed by ൌ 0,1,2, … , two 
computation steps are performed. First, the matrix ડ෠ ௜ is calculated with formula: ડ෠ ௜ ൌ ∑ ௞௜ࡰ௞࡭ ௄௞ୀଵٹ௞࡭  ,  
where ࡰ௞௜  is a 2 ൈ 2 diagonal matrix whose non-zero entries equal ฮࣂ෡௞௜ ฮଶ/2. 
Second, the improved estimates of the linear parameters are computed as follows: ࣂ෡௞௜ାଵ ൌ ቂ࡭௞ٹ ൫ડ෠ ௜൯ିଵ࡭௞ቃିଵ ቂ࡭௞ٹ ൫ડ෠ ௜൯ିଵ࢟ቃ ,  
where k ∈ ሼ1, … , Kሽ. The iterative process is stopped when a certain convergence 
criterion is satisfied. Conventionally, the estimates obtained at convergence are 
denoted by ࣂ෡௞௖ . Similar to (3), the RIAA periodogram is given by 

ோܲூ஺஺ሺ߱௞) ൌ ଵே ൫ࣂ෡௞௖ ൯ٹሺ࡭௞ٹ ෡௞௖ࣂ௞)൫࡭ ൯ , k ∈ ሼ1, … , Kሽ .   
To illustrate the performance of both LS and RIAA, we use the dataset recorded 
for the star HD40307. We will discuss how to select the significant peaks of the 
spectra estimated by the LS and RIAA methods in Section 4.  
 
Example (cont.). The velocity data from Fig. 1 (b) are used to compute the LS 

periodogram and the RIAA periodogram. In our settings, ߱௠௔௫ ൌ Δ߱ , ߨ ൌ ଶ஠ଵ଴య , 

and the number of iterations for the RIAA algorithm is 20. The estimated spectra 
are plotted in Fig. 2, where we have adopted the same convention as in the 
previous literature by changing the unit in the time domain from “day” to 
“second”. In Fig. 2, it is evident that RIAA is superior to LS, in the sense that  
 

 

Fig. 2. Spectral estimates for the planetary system HD40307 obtained by using the 
measurements plotted in Fig. 1 (b). The LS periodogram is presented in the left panel, while 
the RIAA periodogram is presented in the right panel. In both panels, the estimated spectra 
are represented with solid lines and the circles show the positions of the true frequencies.  
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RIAA separates better the dominant peaks from the spurious ones. Remark also 
that the dominant peaks are located in positions which almost coincide with the 
true frequencies that correspond to the orbital cycles of the three super-Earths, 
namely 4.3, 9.6 and 20.5 days.       

4   Testing the Significance of the Periodogram Peaks 

It was already pointed out in [4] that the standard tests of hypothesis testing are 
not suitable for this problem, and Stoica et al. proposed the following application 
of the BIC. Let ܲሺ߱ଵ), … , ܲሺ߱௄) denote the values taken by either the LS or the 
RIAA periodogram at the points of the frequency grid. For simplicity, we use the 
notation ௞ܲ instead of ܲሺ߱௞) for all k ∈ ሼ1, … , Kሽ. Additionally, we consider a 
permutation of the indexes such that the associated periodogram values are 
ordered decreasingly: 

ሺܲଵ) ൒ ܲሺଶ) ൒ ڮ ൒ ܲሺ௄) .  
For an arbitrary  M ∈ ሼ1, … , Kሽ, the residual sum of squares has the expression: 

                                     ܴ ሙܵܵெ ൌ ∑ ฮ࢟ െ ෙሺ௠)ฮଶ ,ெ௠ୀଵࣂ(ሺ௠࡭     (4) 

where ࣂෙሺ௠) stands for the LS estimate ࣂ෡ሺ௠)଴  or the RIAA estimate ࣂ෡ሺ௠)௖ . The 
definition above is extended also for ܯ ൌ 0 by taking ܴ ሙܵܵ଴ ൌ ԡ࢟ԡଶ. The 
optimum number of sinusoids (ܯෙ) is chosen as follows: ܯෙ ൌ arg minெୀ଴,ଵ,ଶ,… (ܯఘሺܥܫܤ where , (ܯఘሺܥܫܤ ൌ ேଶ ln ܴ ሙܵܵெ ൅ ఘெଶ ln ܰ .  
In the classical formula of BIC, the value of ߩ is five (see [19] and the references 
therein). However, some ad-hoc modifications were proposed in [4] such that ߩ is 
one in the case when the parameters are estimated with the LS formula from (2). 
Moreover, it is recommended in [4] to choose ߩ ൌ 4 when the RIAA algorithm is 
applied.   

We propose to estimate the number of sinusoids by applying the SC criterion 
which was derived in [12] by relying on the results from [13]. To this end, we 
operate the following change of variables. If ܽ௞ and ܾ௞ are the linear parameters 
from (1), then we define: ߶௞ ൌ െ arctan ሺ ܾ௞ ܽ௞⁄ ) and ߙ௞ ൌ ܽ௞ cos ߶௞⁄ . To solve 
the problem of phase ambiguity, we take ߶௞ ∈ ሾെߨ, ௞ߙ and (ߨ ൐ 0. Hence, the 
parameters of the ݇-th sine-wave are ࣈ௞ ൌ ሾߙ௞ ߱௞ ߶௞ሿٹ. 

The selection rule which we want to apply involves the determinant of the 
block-diagonal FIM (see [12] and the references therein): 

(ࣀெ,ேሺࡶ ൌ ێێێۏ
((ሺଵࣈேሺࡶۍ ڰ ((ሺெࣈேሺࡶ ۑۑۑے(ேሺ߬ࡶ

ࣀ where , ې ൌ ٹ(ሺଵࣈൣ ڮ ٹ(ሺெࣈ ߬൧ٹ,  
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ሺ௠)൯ࣈே൫ࡶ  ൌ ,(ሺ௠ࣈ൫ࡳேࡽ ߬൯ࡽே ,  

ேࡽ ൌ ൥ܰଵ/ଶ 0 00 ܰଷ/ଶ 00 0 ܰଵ/ଶ൩ ,  
,(ሺ௠ࣈ൫ࡳ ߬൯ ൌ ܴܵܰሺ௠) ቎1/ߙሺ௠)ଶ 0 00 1/3 1/20 1/2 1 ቏ ,  

(ேሺ߬ࡶ ൌ ேଶఛమ .  
In the equations above, the index ݉ satisfies the double inequality 1 ൑ ݉ ൑  .ܯ
More importantly, it is assumed that, besides the ܯ sinusoidal components with 
frequencies ߱ሺଵ), … , ߱ሺெ), the data ࢟ contain Gaussian noise whose variance is 
denoted by ߬. Additionally, ܴܵܰሺ௠) ൌ ሺ௠)ଶߙ  /ሺ2߬) is the local signal-to-noise ratio 
for the ݉-th sine-wave. 

The estimates for the entries of ࣀ can be obtained straightforwardly. Let ࣀෘ be 
the vector obtained by replacing the entries of ࣀ with their estimated values. It is 
worth mentioning that ߬̌ ൌ ܴ ሙܵܵெ/ܰ , where ܴ ሙܵܵெ has been defined in (4). Then 
SC is computed with the formula: ܵܥሺܯ) ൌ ேଶ ln ܴ ሙܵܵெ ൅ lnหࡶெ,ே൫ࣀෘ൯หଵ/ଶ ൅ ∑ ln ቀหࣀෘ࢏ห ൅ ܰିభరቁ .ଷெାଵ௜ୀଵ   

Obviously, the optimum value of ܯ is the one which minimizes the expression 
above. 

5   Settings for the Numerical Examples 

A common feature for all the datasets is the highly irregular sampling pattern, 
which poses troubles when one wants to choose the value of ߱௠௔௫  in order to 
define the frequency grid. In the previous literature [4, 20], it is recommended to 
select ߱௠௔௫  by relying on the properties of the spectral window ܹሺ߱) ൌ |∑ expሺ݆߱ݐ௡)ே௡ୀଵ |ଶ ,  
where jൌ √െ1 . As the maximum value of ߱, which equals ܰଶ, is reached for ߱ ൌ 0, ߱௠௔௫  can be taken to be the smallest positive frequency ߱ that satisfies 
the condition ܹሺ2߱) ൎ ܰଶ. Because we observed experimentally that such an 
approach leads to values of ߱௠௔௫  which are too large, we decided to choose ߱௠௔௫ ൌ   .ߨ

However, the estimation results obtained when ߱௠௔௫ ൌ  should be interpreted ߨ
with caution.  In our experiments, we have considered datasets for which the 
existing knowledge guarantees that  ߱௠௔௫ ൌ  is a reasonable choice. We have  ߨ
found at least one case when we noticed that it is more appropriate to choose a  
 



8 V. Forsell and C.D. Giurcăneanu
 

larger value for ߱௠௔௫. This was the 86-samples dataset measured for the 
HD41004 AB system [21]. We do not plan to discuss here the estimation results 
obtained with this dataset, because HD41004 AB is truly peculiar in the sense that 
it is a visual double system. Its analysis should be based on the extended set of 
measurements, and not on the original dataset of 86 samples (see for example 
[22]).     

Another important parameter of the tested algorithms is Δ߱. Typically, Δ߱ is 
chosen to be ten times smaller than ሺ2π)/ሺݐே െ  ଵ) [4]. Remark that the smaller is Δ߱, the larger is the computational burden, especially in the case of RIAAݐ
algorithm. By considering the values of the difference ݐே െ  ଵ for theݐ
measurements used in experiments, we have chosen Δ߱ to be ሺ2π)/10ଷ.  

We also mention that, in our experimental settings, the number of iterations for 
the RIAA algorithm equals 20. 

The obtained results are presented in Section 6. 

6   Experimental Results 

We illustrate the application of the algorithms described in the previous sections 
by using radial velocity measurements that are publicly available. Their complete 
description can be found in the astrophysics literature. Because of the limited 
typographic space, we do not provide details for each dataset, but the references 
where the interested reader can find the full information are indicated in Table 1. 
In each case, we outline in the same table the number of available measurements 
(ܰ), as well as the difference (in days) between the last and the first sampling 
times (ݐே െ  .(ଵݐ

Given that the number of observations for a dataset is ܰ, estimating the number 

of sinusoids reduces to selecting from the set ቄ0,1, … , min ቀ10, ቔேିଶଷ ቕቁቅ the value 

which minimizes either the BIC or the SC criterion. Table 1 shows the estimation 
results and, for ease of comparison, the true number of sinusoids (ܯ). A complete 
analysis would require a careful consideration of the background knowledge from 
the astrophysics literature. However, we restrict the discussion to the performance 
of the tested algorithms.  

Notice that for ܯ ൌ 1, the use of the RIAA periodogram does not produce 
results which are superior to those obtained with the LS periodogram. This is not 
surprising because, in the case of a single sinusoidal signal in white Gaussian 
noise, the LS estimate coincides with the maximum likelihood estimate [4].  
It is also interesting to observe that the combination LS+BIC has a slight tendency 
to overestimate the number of sine-waves when ߩ ൌ 1. This suggests that the 
value of one which was empirically chosen for ߩ is too small. On the contrary, 
LS+SC does not overestimate, but fails to detect the presence of the sinusoid for 
the dataset HD210277. 

When ܯ ൌ 2, the application of RIAA is clearly beneficial in the sense that ܯ 
is correctly estimated by SC and also by the two variants of BIC. The only 
exception is the overestimation produced for GI176 by RIAA+BIC when ߩ ൌ 4.  
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A similar behavior of RIAA+BIC can be observed also for HD40307 which, in 
our experiments, is the only dataset with M ൌ 3 . The results obtained for GI176 
and HD40307 show that, in some cases, the ad-hoc selection of ߩ ൌ 4 does not 
penalize enough.  

Recall that, in the previous sections, we have analyzed more carefully the case 
of the planetary system HD40307.  Because of the limited space, we cannot 
perform a similar analysis for all datasets, and we restrict our investigation to the 
accuracy of the frequencies estimated when the number of sine-waves is chosen 
correctly. The estimation errors are shown in Table 2 for all the cases considered 
in Table 1, with the exception of HD187123 for which there is a slight ambiguity 
concerning one of the two frequencies involved [23, 24]. The results presented in 
Table 2 confirm that the estimations are reasonably good. 

Table 1. Number of sine-waves estimated by BIC and SC when they are applied to the 
outcomes of the LS and RIAA algorithms. The column “Reference” points out the sources 
where the complete information on the datasets can be found. In each case, ܰ is the sample 
size and ݐ߂ is the difference between the last and the first sampling times (ݐே െ  ଵ). Theݐ
estimated value of ܯ is written in bold if it coincides with the true ܯ, underlined in the 
case of underestimation, and overlined in the case of overestimation. 

Estimated ܯ 

LS RIAA 

BIC SC BIC BIC SC 

Dataset References ܰ Δܯ ݐ 
ߩ ൌ 1 ߩ ൌ 4 ߩ  ൌ 5 

HD195019 [25] 19 2239.9 1 1 1 1 1 1 

BD170063 [26] 26 1760.2 1 1 1 1 1 1 

HD23596 [27] 39 1856.9 1 1 1 1 1 1 

HD73267 [26] 39 1586.7 1 1 1 1 1 1 

HD50554 [27] 41 1951.7 1 1 1 1 1 1 

HD139357 [28] 49 1286.6 1 1 1 1 1 1 

HD145377 [26] 64 1106.1 1 1 1 1 1 1 

HD217014 [23] 153 3277.0 1 2 1 1 1 1 

HD192263 [29] 181 1237.7 1 1 1 2 1 1 

HD179949 [25] 17 2844.2 1 1 1 2 0 1 

HD117176 [23] 35 2625.9 1 2 1 1 0 1 
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Table 1. (continued) 

HD131664 [26] 41 1462.9 1 1 1 2 2 1 

42DRACONIS [28] 45 1208.9 1 1 1 3 1 3 

HD162020 [30] 46 842.8 1 1 1 2 2 2 

HD153950 [26] 49 1791.3 1 1 1 2 2 2 

HD80606b [31] 67 2805.2 1 1 1 2 2 2 

HD141937 [30] 81 881.7 1 1 1 5 5 4 

HD209458 [23] 187 1883.8 1 1 1 3 3 3 

HD210277 [25, 32] 21 2396.3 1 1 0 0 0 0 

HD106252 [27] 40 2242.8 1 2 1 0 0 0 

HD20868 [26] 48 1705.2 1 2 1 4 4 4 

HD190228 [27] 51 1945.7 1 2 1 2 2 2 

Gl176 [33] 57 1442.0 2 2 2 3 2 2 

HD45364 [34] 58 1582.8 2 2 1 2 2 2 

GJ674 [35] 32 824.8 2 1 1 2 2 2 

HD187123 [23, 24] 57 1801.1 2 1 1 2 2 2 

HD40307 [18] 129 877.7 3 3 3 4  3 3 

Table 2. Errors in estimating the frequencies when the number of sine-waves is correctly 
selected.  The true frequencies are calculated based on the orbital cycle values which are 
taken from the astrophysics literature. The symbol ``-´´ is used when the number of sine-
waves is either underestimated or overestimated. 

Error (Hz)

LS RIAA 

BIC SC BIC BIC SC 

Data Set
Orbital Cycles 

(Days) 
Frequency 

(Hz) ߩ ൌ 1 ߩ ൌ 4 ߩ ൌ 5 
HD195019 18.2008 0.0549 0.001 0.001 0.001 0.001 0.001 

BD170063 655.6 0.0015 0.001 0.001 0.001 0.001 0.001 

HD23596 1565 0.0006 0.001 0.001 0.001 0.001 0.001 
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Table 2. (continued) 

HD73267 1260 0.0008 0.001 0.001 0.001 0.001 0.001 

HD50554 1293 0.0008 0.001 0.001 0.001 0.001 0.001 

HD139357 1125.7 0.0009 0.001 0.001 0.001 0.001 0.001 

HD145377 103.95 0.0096 0.001 0.001 0.001 0.001 0.001 

HD217014 4.23077 0.2364 - 0.034 0.034 0.034 0.034 

HD192263 24.348 0.0411 
-

0.001
-

0.001 - 
-

0.001 
-

0.001 

HD179949 3.09250 0.3234 
-

0.296
-

0.296 - - 
-

0.296 

HD117176 116.689 0.0086 - 0.020 0.020 - 0.020 

HD131664 1951 0.0005 0.001 0.001 - - 0.001 

42DRACONIS 479.1 0.0021 
-

0.001
-

0.001 - 
-

0.001 - 

HD162020 8.428198 0.1186 0.001 0.001 - - - 

HD153950 499.4 0.0020 
-

0.001
-

0.001 - - - 

HD80606b 111.436 0.0090 0.020 0.020 - - - 

HD141937 653.22 0.0015 0.003 0.003 - - - 

HD209458 3.5246 0.2837 0.001 0.001 - - - 

HD210277 442.1 0.0023 0.050 - - - - 

HD106252 1600 0.0006 - 0.002 - - - 

HD20868 380.85 0.0026 - 0.010 - - - 

HD190228 1146 0.0009 - 0.001 - - - 

Gl176 40 0.0250 0.000 0.000 - 0.000 0.000 

8.7836 0.1138 0.001 0.001 - 0.001 0.001 

HD45364 342.85 0.0029 0.001 - 0.001 0.001 0.001 

226.93 0.0044 0.029 - 0.029 0.029 0.029 

GJ674 34.8467 0.0287 - - 0.001 0.001 0.001 

4.6938 0.2130 - - 
-

0.001
-

0.001 
-

0.001 

HD40307 20.46 0.0489 0.001 0.001 - 0.001 0.001 

9.620 0.1040 0.001 0.001 - 0.001 0.001 

4.3115 0.2319 0.001 0.001 - 0.001 0.001 
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7   Conclusion 

The experiments conducted on real life data have shown that SC is superior to 
BIC, especially because SC does not involve any empirical tuning of the penalty 
term. It remains to investigate more theoretically the capabilities of SC in solving 
the estimation problem which was addressed by this book chapter. 
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Abstract. The hybrid automata modelling framework for hybrid systems can de-
scribe a continuous time system receiving a switching control. A piecewise  
constant signal generator can also be described as a timed hybrid automaton. A 
special situation, frequent in automotive control, occurs when a continuous time 
system with intrinsic hybrid nature receives, in open loop, a switching input. The 
switching input has a determinant role, but the hybrid behaviour reflects also the 
structure of the controlled system. Starting from the classic formalism of  
autonomous and timed automata, this paper proposes the concept of hierarchy of 
two automata, as a model describing the interaction of a second order oscillating 
system with a switching signal generator. The hierarchy reflects the fundamental 
cause of oscillations.  

Keywords: hybrid automaton, differential equation, switched input, hybrid time 
set.  

1   Introduction 

Hybrid systems, combining event-driven with time driven dynamics, have emerged 
in the past two decades as an important and complex tool for both behaviour analy-
sis and design of systems in various areas, from the study of cell biology [1] to air 
craft management [2] and behavioural models [3]. 

Unlike the classic continuous systems, dominated by the differential equations 
formalism, there is no unique or central modelling framework describing hybrid 
systems. 

According to [4], modelling languages for hybrid systems have to be descriptive 
- i.e. to have a modelling capability -, composable - i.e. to allow building larger 
models consisting of simpler components - and abstractable - i.e. to allow design 
problems for composite models to be refined to design problems for individual 
components. Several modelling languages for hybrid systems have been developed 
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in the literature, which play more emphasis on different aspects, depending on the 
applications and problems they are designed to address. Examples are the mixed 
logic-dynamic (MLD) framework [5] for embedded control systems [6], the hybrid 
supervision approach [7], inspired from control systems or Hytech [8], dedicated 
mainly to verification tasks and inspired from computer science. 

Hybrid automata are a fairly rich general modelling tool, in terms of descriptive 
power and they appear in the literature in various forms [9], [10], [11], [12]. They 
represent dynamical systems that describe the evolution in time of the valuations of 
a set of discrete and continuous variables. The most frequently encountered hybrid 
automata models are autonomous, i.e. with no inputs and no outputs and therefore 
they are not suited for the study of composition and abstraction properties. 

However, depending on the research focus, some authors have proposed hybrid 
automata models that include the interaction with the external environment: ex-
amples are the model introduced, for specific control purposes, in [10], or the hy-
brid input-output automata in [13], which permits the description of closed loop 
control systems, with hybrid plant and hybrid controller. These models have a 
more descriptive power and they are more complex. 

Hybrid automata, as abstractions of systems based on phased operations, in-
volve both continuous “flows”, determined by local differential equations and dis-
crete “jumps” determined by a directed graph. The jumps are determined by the 
continuous state evolution leaving a specified region, which is associated, as state 
invariance domain, to the local differential law. Hence classic autonomous hybrid 
automata can capture either autonomous switched systems, or closed loop control 
systems with switching control law. 

A special situation occurs when an external switched signal is injected, in open 
loop, as control input of a continuous system, thus forcing the system to “jump”; 
in this case, the controlled system gets a hybrid nature due to the switching input, 
and the discrete transitions can be modelled by including a clock into the continu-
ous dynamics. A more complicated case arises when, additionally, the continuous 
system has itself an intrinsic hybrid nature, which “comes to life” at each switch-
ing of the input signal. This can arise, for example, when testing, with piecewise-
constant input signals, special classes of automotive systems, which already  
contain nonlinear switching components, like the clutch in the structure of an 
automobile power train [14]; the resulting model is a piecewise affine linear model 
[15], [16], [17] with piecewise-constant open loop inputs. In such a complex hy-
brid system, the difficulty comes from the fact that the “jumps” of the input signal 
differ from the “jumps” due to the intrinsic hybrid nature of the plant, but the first 
ones play a determinant role. 

For the description of this class of complex hybrid systems, this paper proposes 
a hierarchy of two hybrid autonomous automata, with a dominant, higher priority 
timed hybrid automaton [18], describing the dynamics of the input signal and in-
corporating a controlled, lower priority hybrid automaton, which represents the 
plant with intrinsic hybrid nature [19]. The model can be extended, for the case of 
continuous systems with intrinsic hybrid nature and vector-valued inputs, to a 
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multilevel hierarchy of hybrid incorporated automata, each one, except the last 
one, with an associated clock, managing the vector valued switching signal. This 
approach is different from the analysis presented in [20], which focuses on the 
bridge between hybrid automata and piecewise affine models, with emphasis on 
the model uncertainty associated to hybrid automata transitions. 

The paper is structured as follows. In section 2 a review of the hybrid automata 
models is presented. In section 3 is introduced the concept of hierarchy of two hy-
brid automata, composed of a second order system with piecewise constant input 
signal, followed by concluding remarks. 

2   The Hybrid Automata Model - A Review 

2.1   A Reminder of the Branicky Classification of Hybrid  
Systems 

In the classification proposed by Branicky [21], [22], the hybrid behaviour is born 
by adding discrete phenomena to continuous dynamics. Recall that a continuous 
system is usually modelled by an ordinary differential equation (ODE) 

))(()( txftx = , (1)

where Xtx ∈)(  is the state vector at time R∈t , nX R⊆  is the state space and 

TXXf →:  is a vector field. The existence and uniqueness of the solution are 

assumed. Traditionally, a solution of (1) is a differentiable function 
Xtt →ϕ ),(: 21  satisfying ))(()( tft ϕ=ϕ , ),( 21 ttt ∈∀ , and )(⋅ϕ  satisfies the 

initial condition 0x  at R∈0t  if 201 ttt <<  and 00 )( xt =ϕ  [23]. However, in 

ODE modelling physical systems dynamics one considers frequently solutions 
over closed finite intervals, XTt →ϕ ],[: 0 , 0>T , differentiable over ),( 0 Tt  

and right and left differentiable in 0t  and T, respectively [24]. 

In order to introduce the discrete phenomena, which drive to hybrid behaviour, 
the continuous dynamics is modelled by the ODE 

)(tx ξ= , 0≥t , (2)

where )(⋅x  is the continuous part of the hybrid state and the vector field )(⋅ξ  is 

assumed to depend on x, on the eventual continuous control u and on the discrete 
phenomena. 

The classification of Branicky considers four types of discrete phenomena: 
 

• autonomous switching, where the vector field ξ changes discontinuously, when 
the state x hits a boundary or enters a region in the state space; 

• autonomous jumps, where the state x changes discontinuously; 
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• controlled switching, where a control u switches the vector field ξ discontinu-
ously and 

• controlled jumps, where a control u changes the state x discontinuously. 
 
The first two situations occur, generally, when the state x hits a boundary or enters 
a region in the state space, in a free evolution. 

2.2   Autonomous Hybrid Automata - A Classic Example 

The definition below is presented, with slightly different notations and nuances, in 
[12], [4], [25] and [26]. The presentation is detailed for a clarity concerning the 
model introduced in next section. 
 
Definition 1. An autonomous hybrid automaton is a collection 

),,,,,,,( RGEDInitfXQH = , where 

• },,{ 21 qqQ =  is a set of discrete states; 

• nX R=  is a set of continuous states; 
• TXXQf →×⋅⋅ :),(  is a family of vector fields; 

• XQInit ×⊆  is a set of initial states; 

• XQD 2:)( →⋅  is a domain application; 

• QQE ×⊆  is a set of edges; 

• XEG 2:)( →⋅  is a guard condition; 

• XXER 2:),( →×⋅⋅  is a reset map. 

A state of H is XQxq ×∈),(  and X2  is the power set of X. Also, it is assumed 

that for all Qq ∈ , ),( ⋅qf  is Lipschitz continuous, for all Ee ∈ , ∅≠)(eG  and 

for all )(eGx ∈ , ∅≠),( xeR . The domain application is called also invariant, in 

the computer science literature. 
Autonomous hybrid automata define possible evolutions of their states ex-

pressed as hybrid trajectories. Starting from an initial value Initxq ∈),( 00 , the 

continuous state evolves according to the state equation ),( 0 xqfx = , 0)0( xx = , 

and the discrete state q remains constant at 0q , as long as )()( 0qDtx ∈ . If at 

some point the continuous state x reaches the guard XqqG ⊆),( 10  at some edge 

Eqq ∈),( 10 , a discrete transition can take place and the discrete state may change 

value to 1q . At the same time, the continuous state gets reset to some value 

XxqqR ⊆),,( 10 . After this discrete transition, continuous evolution resumes and 

the whole process is repeated. This is reflected as an execution of the autonomous 
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hybrid automaton, which is a hybrid trajectory obeying to restrictions imposed by 
the system, i.e. accepted by the system. This can be formalized as follows. 
 
Definition 2. A hybrid time set is a finite or infinite sequence of intervals 

N
kkI 0}{ ==τ , s.t. ],[ '

kkkI ττ=  for all k,  ],[ '
NNNI ττ= , if ∞<N  

or ),[ '
NNNI ττ=  if ∞=N , and 1

'
+τ=τ≤τ kkk , for all k. 

Hence '
kτ  and 1+τk , Nk < , correspond to the time instants just before and 

just after some instantaneous discrete transition of the hybrid system takes place, 

respectively. If '
kk τ=τ , then multiple transitions take place one after the other. 

Denote },,2,1{ N>=τ< , if ∞<N , and },2,1{ >=τ< , if ∞=N . The in-

teger variable >τ∈<k  plays the role of the logical time variable, which orders 
the transitions. 
 
Definition 3. A hybrid trajectory ),,( xqτ  consists of a hybrid time set 

N
kkI 0}{ ==τ  and two sequences of functions N

kkq 0)}({ =⋅=q  and N
kkx 0)}({ =⋅=x , 

QIq kk →⋅ :)(  and XIx kk →⋅ :)( . 

 
Definition 4. An execution of a hybrid automaton H is a hybrid trajectory 

),,( xqτ  satisfying the conditions: 

1. initial state: Initxq ∈ττ ))(),(( 0000 , 

2. discrete evolution: for all Nk \>τ∈< , Eqqe kkkkk ∈ττ= +++ ))(),(( 11
'

1 , 

)()( 1
'

+∈τ kkk eGx  and ))(,())( '
111 kkkkk xeRx τ∈τ +++  and 

3. continuous evolution: for all >τ∈<k  with '
kk τ<τ , 

• QIq kk →⋅ :)(  is constant over kI , i.e. )()( kkk qtq τ= , for all kIt ∈ ,  

• XIx kk →⋅ :)(  is the solution on kI  of the differential equation 

))(),(()( txqftx kkkk τ= τ , with initial condition )( kkx τ , and 

• for all ),[ '
kkt ττ∈ , ))(()( tqDt kk ∈x . 

For simplicity, it can be assumed that 00 =τ . In context, it is convenient to think 

the guard )(eG  as enabling a discrete transition Ee ∈  - the execution may take 

a discrete transition Ee ∈  from a state x as long as )(eGx ∈ - and one may think 

)(qD  as forcing discrete transitions - the execution must take a transition if the 

state is about to leave the domain [4]. Also, unlike continuous systems, an 
autonomous hybrid automaton can accept multiple executions from some initial 
state ))(),(( 0000 ττ xq , which is a feature of hybrid systems, related to nondeter-

minsm and uncertainty.  
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Given an execution ),,( xqτ  of a hybrid automaton H, the discrete trajectory 

of H is  ),(,),(),( 1100 kkqqq τττ=ω  and, depending on N and on the struc-

ture of H, it may be finite, infinite, periodic. Also, given any τ∈kI  with 

'
kk τ<τ , )()( kkk xtx τ= θθτ+ τ d))(),((

t

kk
k

xqf , kIt ∈∀ . Hence, it is possible 

that )()( 1+τ≠τ kkkk xx , and the model captures also the case of continuous state 

jumps, as defined in the Branicky classification: for any >τ∈<k , the continuous 

state of H evolves as )(⋅kx , for all ),( '
kkt ττ∈  and at 1

'
+τ=τ= kkt  it instantly 

switches according to )()( 11
'

++ ττ kkkk xx  . 

It is convenient to represent hybrid automata as directed graphs ),( EQ , with 

the vertices of the graph corresponding to the discrete states and the set of edges 
E. Each vertex Qq ∈  has an associated set of continuous initial states 

}),(|{ InitxqXx ∈∈ , a vector field TXXqf →⋅ :),(  and a domain XqD ⊆)( . 

An edge Eqq ∈)',(  starts at Qq ∈  and ends at Qq ∈' . With each edge 

Eqq ∈)',(  is associated a guard, XqqG ⊆)',(  and a reset function 
XXqqR 2:),',( →⋅ . 

The example below, classic in the literature [25], [27], is simple but relevant. 

Example 1. The two tank system in Fig.1a consists of two tanks containing water. 
Both tanks are leaking at a constant rate. Water is added to the system at a con-
stant rate through a hose, which at any time moment is dedicated either to one tank 
or to the other. It is assumed that the hose can switch between tanks instantane-
ously. 1x  and 2x  denote the water level and 1v  and 2v  are the (constant) wa-

ter flows out of tank 1 and 2, respectively. w is the (constant) input flow. Assume 
that 11 )0( rx ≥ , 22 )0( rx > . The control task is to keep the water levels 1x  and 

2x  above the limits 1r  and 2r , respectively, by an adequate switching policy. A 

solution is to switch the inflow w to tank 1, whenever 11 rx ≤ , and to tank 2, 

whenever 22 rx ≤ . The hybrid autonomous automaton defining the control sys-

tem is represented in Fig.1b and is defined as follows: 

• },{ 21 qqQ =  the set of discrete states, inflow going left or right, respectively; 

• 2R=X  and the continuous state vector is Txxx ][ 21= ; 

• ,][),( 211
Tvvwxqf −−= Tvwvxqf ][),( 212 −−= ; 

• }}|{},{{ 2211
2

21 rxrxxqqInit >∧>∈×= R

}}|{}{{ 2211
2

1 rxrxxq >∧≥∈×∪ R }}|{}{{ 2211
2

2 rxrxxq ≥∧>∈×∪ R ; 

• }|{)( 22
2

1 rxxqD ≥∈= R , }|{)( 11
2

2 rxxqD ≥∈= R ; 

• )},(),,{( 1221 qqqqE = ; 
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• }|{),( 22
2

21 rxxqqG ≤∈= R , }|{),( 11
2

12 rxxqqG ≤∈= R ; 

• }{),,(),,( 1221 xxqqRxqqR == , i.e. the continuous state is unchanged by a 

discrete transition. 

A simulated evolution of the hybrid system is depicted in Fig.2. The hybrid time 

set is ]}5.3,3[],3,2[],2,0{[=τ  and the discrete evolution is 121 qqq=ωτ . 

3 Switching Inputs and Oscillating Systems - A Hierarchy  
of Two Automata 

The concept of hierarchy of two hybrid automata is introduced next through an 
example. 

3.1   The Components of the Hierarchy 

Consider a second order continuous system defined by 

uyyy =+ξ+  2 , )1,0(∈ξ , (3)

where R→Iu : , R⊆I , is a control signal. Consider also a choice if state vari-

ables yx =1 , yx =2  and the state vector Txxx ][ 21= . Denote 2
1 R=X  the 

state space, R⊆1U  the set of control values and R⊆1Y  the set of output val-

ues. The model (3) can be written in the form 

),( uxfx = , )(xgy = , (4)

with 111: TXUXf →× , Tuxxxuxf ]2;[),( 212 +ξ−−=  and 11: YXg → , 

1)( xxg = . For constant input values )0()( 1xutu ≠= , for any It ∈  - for exam-

ple generated as step functions - the output y in (3) and (4) oscillates around a sta-
tionary value utyt =∞→ )(lim .  

 
 

r1 

v1

r2

v2 

w 

x2 x1 

a) 

 
x2 ≤ r2  x:= x

21

22

11

rx

vwx

vx

≥
−=

−=



x:= x x1 ≤ r1

q2 

22

22

11

rx

vx

vwx

≥
−=

−=



q1 x1 = x10

x2 = x20

 b) 

Fig. 1. a) The water tank system; b) the associated hybrid automaton 
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Fig. 2. Simulated evolution of the two water tanks hybrid system in Fig. 1: discrete trajec-
tory (up) and continuous trajectory (down); 021 == rr , 5.021 == vv , 75.0=w , 

1)0( qq = , Tx ]10[)0( =   

This oscillating behaviour can be modelled by the hybrid automaton in Fig.3,  
denoted ),,,,,,,,( 1111111111 RGEDInitfUXQH = , with: 

 
• },{ 12111 qqQ =  the set of discrete states, 1x  below and above the stationary 

value u , respectively; 

• 2
1 R=X  as above with 121 ][ Xxxx T ∈= ; 

• }{1 R∈= uU , the set of constant input values; 

• TXUXQf →××⋅⋅⋅ 1111 :),,( , ),(),,(),,( 12111 uxfuxqfuxqf == ; 

• 1112111 },{ UXqqInit ××= ; 

• }|{)( 2
2

111 uxxqD ≤∈= R , }|{)( 2
2

121 uxxqD ≥∈= R ; 

• )},(),,{( 111212111 qqqqE = ; 

• }{),,(),,( 1112112111 xxqqRxqqR == , i.e. the continuous state is unchanged by 

a discrete transition and this is not represented in Fig. 3. 
 

Consider a generator of a the piecewise constant signal R→∞),0[:u , 









≥
<≤
<≤

=

23

212

11

,

,

0,

)(

ttu

tttu

ttu

tu , (5)

and assume that 01 =u , 22 =u , 13 =u , 101 =t , 302 =t .  
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The signal generator can be modelled as a hybrid automaton denoted 
),,,,,,,,,( 00000000000 RGEDInitgfUXQH =  (Fig. 4) with: 

 
• },,{ 0302010 qqqQ =  the set of discrete states, each one associated to a time in-

terval in (5); 
• R=0X , the state is 0Xxc ∈ ; 

• },,{ 3210 uuuU = , the set of constant output values; 

• 000 :),( TXXf →⋅⋅ ,  1),(),(),( 030020010 === ccc xqfxqfxqf ; 

• 000 : UQg → , ii uqg =)( 00 , 3:1=i , the output function ; 

• }{}{ 10010 uXqInit ××= ; 

• }|{)( 1010 txxqD cc ≤∈= R , }|{)( 12020 ttxxqD cc −≤∈= R ,

}|{)( 12030 ttxxqD cc −≥∈= R ; 

• )},(),,{( 030202010 qqqqE = ; 

• }{),( 102010 txxqqG cc >∈= |R , }{),( 1203020 ttxxqqG cc −>∈= |R ; 

• }0{),,(),,( 0302002010 == cc xqqRxqqR , i.e. after each transition the clock 

variable is reset. 
 

The system (3)-(4) with the input signal (5) evolves, from the origin for 5.0=ξ  

as in Fig.5 and for 25.0=ξ  as in Fig.6, respectively. Both simulation examples 

show that there are two distinct sequences of transitions:  
 
1. one sequence corresponds to the switching input signal (5);  
2. the other one corresponds to the internal oscillations of the second order  

system, with a frequency depending, between two consecutive switching  
inputs, not on the value of the input signal but on the damping parameter ξ .  
 

However, in the controlled system evolution, the switching of the input is the pri-
mal cause of the system oscillations, so there is a causal hierarchy: the hybrid 
automaton 0H  resides at a “higher level” compared to 1H . The problem is how 

to describe this hierarchy formally. 
 

 

Fig. 3. The hybrid automaton 1H , associated to the oscillating system (3)-(4) 

q11
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ux ≥2  

ux ≤2  

:1H  
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Fig. 4. The hybrid automaton modelling the time-driven signal generator (5); for simplicity, 
the notation of the output function )(0 ⋅g  replaced with the symbol u of the continuous 

time input signal in (3)-(4) 

3.2   The Hierarchy 

Two modelling sub-problems arise in the description of the hierarchy: 1) how to 
describe the communication between 0H  and 1H ?; 2) how to specify the hybrid 

time set of the global hierarchical system ? An approach to the first sub-problem is 
discussed below.  

Denote )),(),(( 11 utxtqH  the hybrid automaton 1H  with a particular initiali-

zation 11 )),(),(( Initutxtq ∈  at some time instant R∈t . It is obvious that, in 

open loop, the information flows in a single direction, from the higher priority 
automaton 0H  to 1H , by a change of initial conditions imposed to the control 

value u, and this is the answer to the first modelling sub-problem. 
 

 
Fig. 5. Simulated execution with discrete evolution (up) and continuous evolution (down) 
of the hierarchical hybrid automaton 10 HH × : in (3)-(4), 5.0=ξ  and the simulation time 
is 50=T  
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Fig. 6. Simulated execution with discrete evolution (up) and continuous evolution (down) 
of the hierarchical hybrid automaton 10 HH × : in (3)-(4), 25.0=ξ  and the simulation 

time is 50=T  

To formalize this, consider firstly the hybrid time set associated to the  
automaton 0H , 

},,{ 0
2

0
1

0
0

0 III=τ , (6)

where 

]10,0[],[ 10
0
0 ≡= ttI , ]30,10[],[ 21

0
1 ≡= ttI , ),30[],[ 32

0
1 ∞≡= ttI . (7)

Consider the hierarchy composed of 0H  and 1H  as an object 

))(,,()( 1010 initHinitHHH =× , where: 

 
• 0H  is the hybrid automaton describing the signal generator (5), 

• 0110: UXQQinit ××→ , ))(),(),(( 0010 iiii qgttqq x , ,3:1=i  is the ini-

tialization function, associating the discrete higher level states to the initializa-
tion of the automaton 1H  and 

• )(1 initH  is the automaton 1H  with initial values specified by the function 

init. 
 

The states of 0H  become macro-states and within each macro-state the lower 

level automation 1H  evolves with an associated initialization. Denote 

1010 ),( QQqq ji ×∈  a discrete state of the hierarchical model )( 10 HH × . A 

graphical representation of )( 10 HH ×  is proposed in Fig. 7. 
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Fig. 7. The hierarchical hybrid automaton )( 10 HH ×  modelling the system (3)-(4) with 
the time-driven input signal (5) 

3.3   Hybrid Time Set of the Hierarchical System 

In the sequel, as an introductory discussion concerning the second mentioned 
modeling sub-problem is proposed, based on intuitive simulation examples.  

Consider the hybrid time set associated to the automaton 1H , 

N
kkI 0

11 }{ ==τ , with ],[ '1
kkkI ττ= , (8)

and denote the hybrid time set of )( 10 HH ×  by 

10
0

1010 }{ ×
=

×× =τ N
iiI , with ],[ '10

iiiI ττ=× . (9)

To answer the second modelling sub-problem, compare firstly the evolutions de-
picted in Fig. 5 and in Fig. 6.  

In Fig.5, at 302 =t , in 0H  occurs a transition 0302 qq → , marked by an ar-

row, while 1H  is in the discrete state 12q . In consequence, the system 

)( 10 HH ×  will transit to a new discrete state, ),(),( 12031202 qqqq → . There-

fore, the current interval in (8), ],[ '
1 mm
mI ττ= , '

2 mm t τ<<τ  has to be split into 

two new intervals, ],[ 2tmτ  and ],[ '
2 mt τ , the logical time is incremented at 2t , 

1+mm , to keep track with the new transition and 110 +=× NN . Hence the 

hybrid time set of )( 10 HH ×  is obtained by transforming 1τ  in (8) according to: 

.}{]},{[]},{[}{}{ 1
2

'
22

1
0

110
0

11 +
+=

−
=

×
= ∪τ∪τ∪=τ=τ N

mkkmm
m
kk

N
kk IttII   (10)

This situation doesn’t occur in Fig. 6, where 110 τ=τ × . 
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Summing up, if for any }:0{ Nk ∈ , there is no it , }3:0{∈i , such that 
'
kik t τ<<τ , then 110 τ=τ × . Else, the transformation similar with (10) is applied. 

In both situations, the hybrid time set 0τ  in (6), associated to the higher hierar-

chical level, dominates the hybrid time set 1τ  in (8), associated to the lower hier-
archical level. This means that the transition moments in (8) depend on the damp-
ing factor ξ  and, if the control input switches when 1H  resides within a 

location, it forces 1H  to leave the location and to restart its evolution with the 

new assigned control value, i.e. to execute a controlled transition. Moreover, the 
switching of the input signal at 101 =t  and 302 =t  are “enabling” the oscilla-

tions and this causality motivates the hierarchical structure. 

4   Concluding Remarks 

The hybrid model, called hierarchical hybrid automaton, proposed in this paper is 
based on classic autonomous hybrid automata and timed hybrid automata models. 

The example of hierarchical hybrid automaton describes the behaviour of a 
second order system with piecewise constant input signal. The second order sys-
tem has an intrinsic hybrid nature, due to the oscillations around the stationary 
output value and can be modelled as an autonomous hybrid automaton. The 
switching input signal “injects” exogenous hybrid behaviour, modelled as a timed 
automaton with outputs. The composition of the two behaviours is analysed in 
what concerns two special aspects: the communication within the hybrid hierarchy 
and the structure of the hybrid time set.A situation similar to the one considered in 
the paper occurs in the analysis of automotive systems behaviour. For example, 
power-train models including the nonlinearities due to the clutch dynamics receive 
piecewise constant active torques as test inputs [17]. 

It is interesting to compare the example in Section 3 with the classic autono-
mous hybrid automaton in Section 2, where the plant is not intrinsically hybrid, so 
the entire hybrid behaviour is due only to the switching control input. Another dif-
ference concerns the fact that, while the system in the example in Section 3  
receives only open loop inputs, the example in Section 2 models a closed loop 
nonlinear control system. This emphasizes that the hierarchical model is different 
from the input-output automaton introduced in [13], centred on closed loop hybrid 
systems. 

One can think a hierarchy of timed automata as modelling a scheme of inputs 
with associated priorities; the order of the priorities might be represented by the 
hierarchical order. A research direction is the study of hybrid automata models of 
continuous systems with intrinsic hybrid nature composed with a multi-level  
hierarchy of timed automata. 
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Abstract. Texture classification and segmentation have been studied using various 
approaches. The mean Grey-Level Co-occurrence Matrix, introduced by the 
authors, gives statistical features relatively insensitive to rotation and translation. 
On the other hand, texture analysis based on fractals is an approach that correlates 
texture coarseness and fractal dimension. By combining the two types of features, 
the discrimination power increases. The paper introduces the notion of effective 
fractal dimension which is an adapting fractal dimension to classification of 
texture and is calculated by elimination of a constant zone which appears in all 
textured images. In the case of colour images, we proposed a classification method 
based on minimum distance between the vectors of the effective fractal dimension 
of the fundamental colour components. The experimental results to classify real 
land textured images validate that effective fractal dimension offers a grater 
discrimination of classes than typical fractal distance based on complete box 
counting algorithm.  

Keywords: texture, fractal dimension, box-counting algorithm, statistical features, 
image processing, texture classification. 

1   Introduction 

Textures in images, which are characterized by varying spatial intensity and 
colour of pixels, are useful in a variety of applications [1], [2], [3] like: 
classification of remotely sensed images, defect detection, medical image 
processing, robot/vehicle navigation, document processing, content-based image 
retrieval etc. Texture analysis has been an active research topic for more than four 
decades and has been studied by various approaches, most of which were used 
statistical methods [4], [5]: characteristics associable with grey level histogram, 
grey level image difference histogram, co-occurrence matrices and the features 
extracted from them, autocorrelation based features, power spectrum, edge density 
per unit of area etc. To develop precise techniques for analysis of textured images, 
both second order statistical features and fractal type features can be combined 
into a characteristic vector. 
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Many natural textured surfaces have a statistical quality of roughness and, 
sometimes, self-similarity at different scales. Pentland [6] demonstrated a 
correlation between texture coarseness and fractal dimension of a texture. For this 
reason, fractals were very useful in modelling texture properties in image 
processing and became popular for different applications of texture analysis. For 
example, the fractal dimension has been proven to be efficient in classifying 
natural textures [7].   

The most common algorithm to evaluate the fractal dimension is the box-
counting type [8]. It is one of the more widely used because it can be computed 
simply. For example, the classification method based on box counting algorithm 
implies a less calculus amount than the method based on the co-occurrence 
matrices. Box-counting analysis can be used to estimate the fractal dimensions of 
textured images with or without self-similarity.  

Kaplan [9] evaluates the effectiveness of other fractal type characteristics 
named Hurst parameters as features for texture classification and segmentation. 
Thus, the segmentation accuracy using generalized and standard Hurst features is 
evaluated on images of texture mosaics. Reference [10] presents an algorithm to 
estimate the Hurst exponent of fractals with arbitrary dimension, based on the 
high-dimensional generalized variance. More recently, Li [11] presents an 
efficient box-counting based method for the improvement of estimation accuracy 
of fractal dimension. A new model is proposed to assign the smallest number of 
boxes to cover the entire image at each selected scale as required, thereby yielding 
more accurate estimates. 

Because the fractal dimension is the most used fractal-type descriptor for 
texture analysis, the paper introduces and analyses some estimates of fractal 
dimensions for grey level and colour textures. Theoretical statements are validated 
by experimental results on real textured images. 

In many practical applications, it is assumed implicitly that texture analysis of 
images captured is invariant to translations, rotations or scaling [12]. Therefore 
features for texture classification, proposed bellow, will have such invariant (for 
example, the features extracted from the average co-occurrence matrix [13]). This 
paper introduces the notion of effective fractal dimension which is an adapting 
fractal dimension to classification of texture and is calculated by elimination of a 
constant zone which appears in all textured images. 

The work is organized as follows. Section 2 presents the most important 
features used in texture classification and thus segmentation: co-occurrence and 
fractal dimension type. Section 3 describes a more efficient method, based on box-
counting algorithm, to estimate fractal dimension in textured image case. Section 
4 reports some experimental results. Section 5 offers a brief conclusion. 

2   Statistic and Fractal Features in Texture Classification  
and Segmentation 

Texture segmentation and texture classification are two important problems that 
texture analysis research attempts to solve. Both require successive comparisons 
between the properties (features) of textured images. The classification process 
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can be used to segment images with different textured regions. Generally, the 
result is a coarse type of segmentation process. The segmentation fineness 
depends on the degree of partition of the initial images. If the degree of partition is 
too fine, then it is possible that the texture could disappear. Actually, for an 
application, a partition index is established taking into account the given image 
resolution and the texture fineness [13]. For example, the case study presented in 
[14] is related to a method of segmentation of the road image I1, based on multiple 
comparisons of the textured regions. In order to follow the road, the asphalt 
texture is considered as the reference texture for a classification process. The 
application goal is to identify the asphalt regions and to produce an asphalt 
localization matrix by recognition techniques. 

The most common statistical method for textured image analysis is based on 
features extracted from the Grey-Level Co-occurrence Matrix (GLCM), proposed 
by Haralick in 1973 [5]. Among these features, the most important are: contrast C, 
energy E, entropy Et, and homogeneity O. The contrast measures the coarseness 
of texture, because large values of contrast correspond to large local variation of 
the grey level. The entropy measures the degree of disorder or non-homogeneity. 
Large values of entropy correspond to uniform GLCM. The energy is a measure of 
homogeneity. The features implied in the classification process can differ from 
one application to another.  

In order to obtain GLCM-based features, relatively insensitive to rotation and 
translation, in [14] the authors introduce the notion of mean co-occurrence matrix. 
So, for each pixel we can consider (2d+1) × (2d+1) symmetric neighbourhoods, d 
= 1, 2, 3, . . . n. Inside each neighbourhood there are eight principal directions: 1, 
2, 3, 4, 5, 6, 7, 8 (corresponding to 0o, 45o,..., 315o) and we evaluate the co-
occurrence matrices Nd,k corresponding to the displacement d determined by the 
central point and the neighbourhood edge point in the k direction (k = 1, 2, ..., 8). 
For each neighbourhood type (d fixed), the mean co-occurrence matrix CMd (1) is 
calculated by averaging the eight co-occurrence matrices Nd,k (1):  

CMd = (Nd,1+Nd,2+Nd,3+Nd,4+Nd,5+Nd,6+Nd,7+Nd,8)/8,       d=1,2,...   (1)

Thus, for 3×3 neighbourhoods, d = 1, for 5×5 neighbourhoods, d = 2, and so on. 
The same features as in the normal case (without averaging and therefore 

depending on rotation and translation) can be extracted from the mean co-
occurrence matrix CMd: C, E, Et and O. Evidently, they depend on the 
displacement d. 

It can be easily observed that the addition of information about colour 
components increases the classification efficiency because the colour and 
statistical texture features have complementary roles. For colour texture 
classification, colour and texture features must be extracted separately and then 
combined in the Euclidian distance evaluation. The algorithms for the colour 
components (R, G, B or H, S, V) are the same as in the grey level case. 

In different applications for classification or segmentation, not all features have 
suitable discriminatory properties. Because texture has many different dimensions 
and characteristics there is not a single method of texture representation and 
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classification that is everywhere adequate. Therefore statistic different methods 
including grey level histograms and spatial autocorrelation functions and also 
fractal analysis techniques are often used. Although textures and fractals refer to 
different things, methods for determining characteristics of fractal can be applied 
to texture classification. 

Fractal description of textures is typically based on evaluation of fractal 
dimension and lacunarity to measure texture roughness and granularity. A multi-
resolution feature vector, based on Hurst coefficients derived from pyramidal 
images, can describes both texture roughness and granularity [15]. 

Because it is a quite simply method of calculation, the box-counting algorithm 
is the most frequently used technique to estimate the fractal dimension (FD) of an 
image. For the box counting basic algorithm, the image must be binary. The 
method consists in dividing the image successively in 4, 16, 64 etc. If (1/r) is the 
order of the dividing process on x and y axes (lattice of grid size r) and N(r) is the 
number of the same size squares covered by the object image (containing one or 
more pixels with value 1), then the box counting dimension D (2) is related to the 
number N(r) and the ratio r as follows [16]: 

( )
( )r
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r /1log
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Usually, the fractal dimension (FD) can be obtained by plotting logN(r) for 
different values of log(1/r) and calculating the coefficient a (4) of the 
corresponding regression line (3) [17]: 

y = a x + b. (3)
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In the grey level (or monochrome) case, an average fractal dimension (AFD) is 
proposed [18]. The average is made on several fractal dimensions (5) calculated 
for binary edge-type images obtained from the original image for specified 
segmentation thresholds Tj, j = 1,2,...,k: 


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jFD

k
AFD

1 . (5)

Each threshold Tj corresponds to contour image CIj. For each image CIj, the fractal 
dimension FDj is calculated using the box-counting algorithm. Choice of 
thresholds for binarization is a delicate issue because they influence the average 
fractal dimension. Note that the graphs in Fig.1 represent the dependence between 
FD and threshold level j. Several ways (W1, W2, and W3) of choosing the 
binarization thresholds for the calculation of AFD are presented below [17]:  
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W1. All levels of monochrome image representation are taken into account (j 
between i and k, Fig. 1a).  

W2. Only grey levels with nonzero frequency in the histogram representation are 
taken into account (j between i and k, Fig. 1b). It is just an average size of the 
nonzero values of fractal dimensions. The resulting AFD is bigger than the case W1. 

W3. Only levels of grey which hold mostly original texture appearance are taken 
into account (j between i and k, Fig. 1c). It is only average of values of the plateau-
type region of the fractal dimension representation (almost constant values).   

Figure 2 shows the influence of threshold on the appearance of the texture 
edges: a) original image, b) contour image of a properly chosen threshold 
(possible in case W3), c) contour image of an incorrectly chosen threshold 
(possible in cases W1 and W2). 

The chain of primary image processing operations [13] that are necessary for 
evaluation of fractal dimension consists of:  

i) Edge detection by local median filter.  
For the special cross neighborhood (Fig.3) the relation which describes the 

function’s filter is the following (6): 

fi,j = Me {gi-1,j , gi,j-1 ,  gi,j , gi,j+1 , gi+1,j}, (6)

where gi,j is the gray level of the point (i,j) in the original image and fi,j is the filter 
output. So, the median filter does not affect the image with less than 3x3 pixels 
details. 
 

 

Fig. 1. Choice of threshold limits for j: i (minimum) and k (maximum) 

 
                            a)                      b)                      c) 

Fig. 2. Influence of the threshold on the appearance of texture 
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Fig. 3. Neighborhood for local median filter/ edge detection 

ii)  Conversion of monochromatic image (gray level) in binary image.      
Towards edge extraction, we propose a logical function based algorithm. First, 

the image from the median filter is gone over into binary form by a threshold 
comparison (7). The threshold T is determined by one way W1, W2 or W3 and the 
pixels of the binary image are noted by bi,j. Thus, 
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iii) Edge detection. 
The matrix representation of the binary image is analyzed in 3x3 

neighborhoods, like in the noise rejection case (Fig.3) in order to detect a “1” in 
the central position and at list a “0” in rest. The central point bi,j is replaced by 
resulting operator’s value ci,j. Adequate to the neighborhood form, for the edge 
detection algorithm, two logical function expressions are possible (7), (8): 

( )1,1,11,11,1,1,1,11,1,, +++−++−+−−−− +++++++⋅= jijijijijijijijijiji bbbbbbbbbc , (6)

( )jijijijijiji bbbbbc ,11,1,,1,, ++−− +++⋅= . (8)

The algorithm for calculating AFD, which was implemented in MATLAB, 
consists of the following steps: 
 

1. Reading and converting of the color image in 256 grey levels; 
2. Converting of the 256 grey levels image to a binary level image using a 

fixed threshold Tj; 
3. Extraction of the image contour using 3x3 neighborhoods; 
4. Computing of the fractal dimension FDj, from the contour image, applying 

the box-counting algorithm; 
5. Iteration of the steps 1-4, for j = 1,…,k; 
6. Determination of ADF from equation (5). 
 

For colour images, the process is to apply three times, for each colour component 
(R, G, B or H, S, V). The characteristics AFDR, AFDG and AFDB (or AFDH, AFDS 
and AFDV) are utilized as features in the texture classification process. 



Improvement of Statistical and Fractal Features for Texture Classification 37
 

3   Effective Fractal Dimension for Texture Description 

In the particular case of the fractal dimension evaluation by box counting 
algorithm applied to textured images, one can see that at the beginning of the 
algorithm, all the boxes contain points of the edges. This means that  
the corresponding values of the slope have the value 2. We propose to calculate 
the fractal dimension, named effective fractal dimension (EFD), similar to (4) by 
omitting the first points in the log-log representation (the points of the form (xi, 
2xi), i = 1, 2,…, m) which are present in all log-log representations of the classical 
box-counting algorithm, regardless of texture. 

The result is a modified box- counting algorithm [17], with fewer points in the 
log-log representation (n - m points). The coefficient aE (effective fractal 
dimension) of the corresponding regression line is given by (9) and obviously 
involves a smaller volume of calculation. Because the slope portions of maximum 
value (equal 2) have been removed, EFD is less than FD. Figure 4 illustrates the 
simply case corresponding to five points (O, A, B, C and D) in the log-log 
representation. FD is the slope of the regression line for the points O, A, B, C, D 
(slope OA equal to 2 and slopes OA, OB, OC, OD smaller than 2) and EFD is the 
slope of the regression line determined by A, B, C, D. We can see by inspecting 
Fig. 4 that EFD is smaller than FD. However, being strongly dependent on texture 
content, EFD has a discriminatory power higher than FD (16). 
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Fig. 4. Case illustrates EFD versus FD 

In order to exemplify the difference between EFD and FD [17], we can consider 
the log-log representation for image I4 (Fig.8). Let v the division vector (values of 
1/r) along the horizontal and the vertical coordinates, and w the corresponding 
vector of N(r) values (9): 
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v = [2    4     8   16      32     64      128       256       512] 

    w = [4  16   64  256 1024   4079  13621  30138  51816]. 
(9)

Italics represent the effective points, for which w < x2 or log2 w < 2log2 x. 
If:   

x = log2v, y = log2w, (10)

then: 

x = [0.301 0.602 0.903 1.202 1.505 1.806 2.107 2.408 2.709] 

y = [0.602 1.202 1.806 2.408 3.010 3.610 4.134 4.479 4.714]. 
(11)

Fractal dimension FD is calculated by equation (4), where n = 9, from x and y 
vectors, and the numerical result is FD = 1.781. The log-log diagram is presented 
in Fig. 5.a. 

For i = 1,2,3,4,5, one can observe that y(i) = 2x(i), i.e. the slope is 2. If we 
disregard these points, it is obtined two shorter set of points (12) x1 and y1, from 
which it is calculated  EFD. The new log-log diagram is presented in Fig.5.b. For 
EFD, the algorithm is (5), with n = 9 and m = 5. 

x1 = [1.806  2.107  2.408  2.709] 

y1 = [3.610  4.134  4.479  4.714]. 
(12)

The resulting distance EFD is less than FD:  EFD = 1.215. Also we can see by 
Fig.5 that EFD is smaller than FD. 

 

 

Fig. 5. a) Log-log diagram for FD; b) Log-log diagram for EFD 

4   Experimental Results  

The experimental results were obtained using an original software system 
developed by the authors in two integrated development environments: Visual 
C++ and Matlab. The interface is composed of three application forms available 
from the View menu: FrTex (used to extract statistical type texture features for the 
classification of textured images), Fractal (used to evaluate FD, AFD and EFD for 
textured images) and Fractal RGB (use to extract fractal type features of the 
colour components R, G and B and to classify the textures). The screen capture of 
the application Fractal RGB is presented in Fig. 6. 
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Fig. 6. Screen capture of the application (Fractal RGB) 

First we studied the influence of the threshold limits (W1, W2, and W3) on the 
calculation of fractal dimension. We considered three textured images I1, I2 and 
I3 (Fig. 7) and two ways of selecting binarization thresholds, W2 and W3. The 
resulting average fractal dimensions, AFD2 and AFD3 are presented in Table 1. 

 

 
Fig. 7. Textured images to study the efficiency of the elements of average in AFD 

Table 1. Results for AFD in cases W2 (AFD2) and W3 (AFD3) 

        
Image 

Ti ÷ Tk 

Nonzero fractal dimension 
AFD2 

 
Ti ÷ Tk 

Plateau area 
AFD3 

I1 7÷102 1,29 30÷70 1,35 

I2 14÷113 1,39 40÷60 1,54 

I3 11÷125 1,45 40÷80 1,71 
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AFD efficiency of separating classes of textures is observed by calculating the 
relative differences of fractal dimensions for images I1, I2 and I3 as shown below 
(13) – (18).  
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It can be seen that W3 is a more efficient way that W2 for choosing which FD 
values are averaged (relative differences (14), (16) and (18) are greater than 
relative differences (13), (15) and (17), respectively). 

With the purpose of showing the efficiency of EFD in colour texture 
classification, we considered the images and its contours in Fig.8: I4 - asphalt, I5 - 
grass, I6 – stone.  

Each analyzed image is decomposed in its fundamental colour: Red - R, Green 
- G, and Blue - B.  From these components we calculated the fractal dimension 
vectors [FD] (19) and [EFD] (20), where: 

[FD] = [FDR, FDG, FDB], (19)

[EFD] = [EFDR, EFDG, EFDB]. (20)

For each component, the algorithm is similar to the grey level case: (4) for FD and 
(8) for EFD. The experimental results are presented in Table 2.  

To evaluate the efficiency in texture discrimination, we calculated the 
following Euclidian distances: 

 
a) Between I1 and I2 for FD (Df (I1 , I2 )) and for EFD (Def (I1, I2 )) resulting: 

Df (I1 , I2 ) = 0,190,   Def (I1 , I2 ) = 0,295; 

b) Between I1 and I3 for FD (Df (I1, I3)) and for EFD (Def (I1, I3)), resulting: 

Df (I1 , I3 ) = 0,280,    Dif (I1 , I3 ) = 0,414. 
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Fig. 8. Test images for evaluating the efficiency of EFD in colour case 

Table 2. Fractal dimension and effective fractal dimension for colour components of the 
images I1, I2, I3 

Image Threshold 
(T) 

Fractal 
dimension 
FD 

Effective 
fractal 
dimension 
EFD 

I1 – R  160 1.781 1.215 
I1 – G 160 1.680 0.967 
I1 – B 160 1.674 0.956 
I2 – R  80 1.804 1.295 
I2 – G 80 1.745 1.369 
I2 – B 80 1.403 1.010 
I3 – R  120 1.614 1.175 
I3 – G 120 1.610 1.169 
I3 – B 120 1.608 1.172 

 
 
It can be observed that: 
 

- EFD is less than the corresponding FD,  
- The distances between two images with different textures are grater in the 

EFD case than in the FD case. Therefore, EFD offers a discriminatory 
power grater than FD. 
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5   Conclusions 

Starting from two types of features widely used in texture classification namely 
features based on co-occurrence matrices and fractal dimension, we developed 
similar features which are primarily independent of rotation and secondly more 
efficient. Average of fractal dimensions for significant binary thresholds (AFD3) 
and effective fractal dimension (EFD), which were introduced in this paper, both 
in the grey level case and also in the colour case, give good results in texture 
classification. We can observe that both improved fractal dimensions have a 
discriminatory power in texture classification greater than current fractal 
dimension, and they are easier to assess. The threshold assessment which is used 
for edge extraction constitutes a problem for the fractal dimension evaluation in 
the grey level image case. Our approach was primarily motivated by the 
requirement of simplicity in feature extraction and the underlying hardware. But, 
in spite of its computational efficiency, the regular partition scheme used by 
various box-counting methods intrinsically produces less accurate results than 
other methods. Therefore, we intend to extent the research to a novel multi-fractal 
estimation algorithm based on mathematical morphology to characterize the local 
scaling properties of textures. 
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