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Preface

Knowledge is increasingly recognised as the most important resource in organisa-
tions and a key differentiating factor in business today. It is increasingly being ac-
knowledged that Knowledge Management (KM) can bring about the much needed
innovation and improved business performance in organisations. The service sec-
tor now dominates the economies of the developed world. Service innovation is
fast becoming the key driver of socio-economic, academic and commercial research
attention. Knowledge Management plays a crucial role in the development of sus-
tainable competitive advantage through innovation in services. There is tremendous
opportunity to realise business value from service innovation by using the knowl-
edge about services to develop and deliver new information services and business
services.

Although there are several perspectives on KM, they all share the same core
components, namely: People, Processes and Technology. Organisations of all sizes
across nearly every industry are seeking new ways to address their knowledge man-
agement requirements. Cloud computing offers many solutions to the problems
facing KM implementation. Cloud computing is an emerging technology that can
provide users with all kinds of scalable services, such as channels, tools, applica-
tions, social support for users’ personal knowledge amplification, personal knowl-
edge use/reuse, and personal knowledge sharing.

The seventh International Conference on Knowledge Management in Organi-
zations (KMO) offers researchers and developers from industry and the academic
world to report on the latest scientific and technical advances on knowledge man-
agement in organisations. It provides an international forum for authors to present
and discuss research focused on the role of knowledge management for innova-
tive services in industries, to shed light on recent advances in cloud computing for
KM as well as to identify future directions for researching the role of knowledge
management in service innovation and how cloud computing can be used to ad-
dress many of the issues currently facing KM in academia and industrial sectors.
This conference provides papers that offer provocative, insightful, and novel ways
of developing innovative systems through a better understanding of the role that
knowledge management plays.



VI Preface

The KMO 2012 proceedings consist of 53 papers covering different aspects of
knowledge management and service. Papers came from many different countries
including Australia, Austria, Brazil, China, Chile, Colombia, Denmark,
Finland, France, Gambia, India, Japan, Jordan, Netherlands, Malaysia, Malta,
Mexico, Netherlands, New Zeland, Saudi Arabia, Spain, Slovakia, Slovenia,
Taiwan, Turkey, United States of America and United Kingdom. We would like to
thank our program committee, reviewers and authors for their contributions. With-
out their efforts, there would be no conference and proceedings.

Salamanca Lorna Uden
July 2012 Francisco Herrera

Javier Bajo Pérez
Juan Manuel Corchado Rodrı́guez
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Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 601



Evaluation of a Self-adapting Method for Resource
Classification in Folksonomies

José Javier Astrain, Alberto Córdoba, Francisco Echarte, and Jesús Villadangos

Dept. Ingenierı́a Matemática e Informática, Universidad Pública de Navarra, Campus de
Arrosadı́a, 31006 Pamplona, Spain
josej.astrain@unavarra.es, alberto.cordoba@unavarra.es,
patxi@eslomas.com, jesusv@unavarra.es

Abstract. Nowadays, folksonomies are currently the simplest way to classify infor-
mation in Web 2.0. However, such folksonomies increase continuously their amount
of information without any centralized control, complicating the knowledge repre-
sentation. We analyse a method to group resources of collaborative-social tagging
systems in semantic categories. It is able to automatically create the classification
categories to represent the current knowledge and to self-adapt to the changes of
the folksonomies, classifying the resources under categories and creating/deleting
them. As opposed to current proposals that require the re-evaluation of the whole
folksonomy to maintain updated the categories, our method is an incremental aggre-
gation technique which guarantees its adaptation to highly dynamic systems without
requiring a full reassessment of the folksonomy.

1 Introduction

Folksonomies are nowadays a widely used system of classifying information for
knowledge representation [10]. Tags made by users provide semantic information
that can be used for knowledge management. As users annotate the same resources,
frequently using the same tags, their semantic representations for both tags and an-
notated resources emerge [12, 13, 15]. Folksonomies are based on the interaction of
multiple users to jointly create a “collective intelligence” that defines the semantics
of the information. Although users follow an easy and simple mechanism to clas-
sify resources, knowledge representation becomes more difficult as the volume of
information increases [3]. Folksonomies are difficult to be studied due to their three-
dimensional structure (hypergraph) [2, 9]. Then, different two-dimensional contexts
of this information are often considered [2] (tag-user, tag-resource and tag-tag).

Folksonomies are highly dynamic systems, so any proposal should be scalable
and able to adapt to its evolution. In [8], a generalization of the methods used to ob-
tain two-dimensional projections dividing them into non-incremental aggregation
methods and incremental aggregation methods is proposed. The first one includes
solutions similar to those proposed in [2, 9] where the incorporation of new infor-
mation to the folksonomy involves the complete recalculation of the similarity ma-
trices. The second one includes solutions in which new annotations introduced in

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 1–12.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



2 J.J. Astrain et al.

the folksonomy do not involve a repetition of all the calculations. Faced with these
tag-centric based proposals, resource-centric approaches have been poorly studied
with the aim of structuring the folksonomy resources. In this paper, we consider
the improvement of the folksonomy knowledge representation by creating semantic
categories, also called concepts, that group the folksonomy resources. We try to ob-
tain the relationship between kolksonomies and ontologies obtaining the semantics
from both tag and resources.

Some works in literature [1, 14] attempt to classify the resources of a folkson-
omy into concepts to offer improvements in user navigation. In [1] the resources
of a folksonomy are classified under a set of classification concepts. These clas-
sification concepts are previously obtained through a manually search through a
repository of ontologies. Once obtained the classification concepts, an algorithm
classifies the tags of the folksonomy under the concepts obtained combining the
co-occurrences of the tags and the results obtained after submitting certain search
patterns to Google. Folksonomy resources are classified into concepts according to
the tags they have been assigned. Furthermore, the authors do not propose an im-
plementation or prototype of their proposal, so it is not possible to assess to what
extent the classification aided navigation. This non-incremental method depends on
the intervention of a user which defines the terms for the classification of ontologies
in which resources are classified, and the use of external information sources. Au-
thors also fail to take into account the evolution of the folksonomy and how to adapt
their proposal to the incorporation of new tags and resources.

An optimization algorithm for the classification of resources under a set of con-
cepts, using a set of predefined concepts and a set of previously classified resources,
is used in [14]. In this regard, the goal of this algorithm is similar to the method de-
scribed in this work, since it directly classifies the resources under concepts. How-
ever, the algorithm has some drawbacks such as: a) the categories are fixed, and their
evolution are not considered; b) it requires full reassessment of the algorithm each
time the folksonomy evolves since it is a non-incremental method; and c) it does not
describe how resources are sorted within each concept.

This paper introduces a simple method for the automatic classification of the re-
sources of a folksonomy into semantic concepts. The main goal is to improve the
knowledge management in folksonomies, keeping the annotation method as simple
as usual. Folksonomies are highly dynamic systems where new tags and resources
are created continuously, so the method builds and adapts these concepts automati-
cally to the folksonomy’s evolution. Concepts can appear or disappear by grouping
new resources or disaggregating existing ones and resources would be automatically
assigned to those concepts. Furthermore, the method has a component-based open
architecture which allows its application to folksonomies with different characteris-
tics. It uses a reduced set of the folksonomy’s tags to represent both the semantics
of the resources and concepts because it requires a high classification efficiency to
allow its application to real folksonomies (where the number of annotations grows
very fast), and assigns automatically an appropriated name to those concepts.
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The rest of the paper is organized as follows: Section 2 describes the method;
Section 3 deals with the method evaluation using a real folksonomy; Acknowledge-
ments, Conclusions and References end the paper.

2 Method Description

The method, introduced in [6], follows a component based open architecture, which
allows its application to folksonomies with different characteristics. It requires a
high classification efficiency to allow its application to real folksonomies, where the
number of annotations grows very fast.

Given a folksonomy, the method initially creates a set of concepts where re-
sources are grouped, and it assigns a name to each concept according to the se-
mantic information provided by the resources grouped in each concept and their
annotations. Once created the concepts, each new annotation of the folksonomy is
processed updating the semantic information and adapting the concepts when nec-
essary. The method starts with the creation of the set of representative tags (Srt)
and the vectorial representation of the resources of the folksonomy. The component
Representations is in charge of these tasks. It may use different criteria to create Srt

like the tags more frequently used, the tags used by more users and even more. Then,
each resource is assigned to subsets Rconverged or Rpending in terms of whether they
have converged or not. In order to obtain those tags that best describe the semantic
of a resource, in [11], it is showed that tagging distributions of heavily tagged re-
sources tend to stabilize into power law distributions. The component Convergence
may use many criteria like the total amount of annotations, or the number of anno-
tations associated to the Srt set to assign the resources to Rconverged .

The component Clustering clusters the resources of the folksonmy belonging to
Rconverged in a set of concepts, generating the set of semantic concepts on which re-
sources of the folksonomy are grouped (C) and the set of pairs (r,c) where r ∈ R
and c ∈ C, representing that resource r is grouped into the concepts c (Z). The ini-
tial clustering of the resources may follow different criteria: applying clustering
techniques to the resources of the folksonomy, creating manually the classification
concepts and selecting a relevant resource as seed of the classifier, or adapting some
tag clustering algorithms like T-Know [1] in order to classify resources, instead of
tags, under the concepts that have been previously selected. The component Merg-
ingSplitting analyses the concepts provided in order to evaluate the convenience of
merging or splitting any of them, updating C and Z sets. It merges those concepts
whose similarity values are greater than 0.75, using the cosine measure. The com-
ponent Classifier is in charge of grouping the resources under those concepts with
which they have high semantic similarity by comparing all the resources belonging
to the Rconverged set with the concepts in which they are grouped in Z. The compo-
nent assigns the resource to the Rclassi f ied set according to the similarity measures
between each resource and its group or keeps it on Rconverged and removes it from
Z. The component Representations creates the vector representations for the C con-
cepts using the Z set, and the component Naming assigns meaningful names to these
concepts according to some criteria like the tags with higher weights.
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1. Representations::createSrt()
2. Representations::createVectors()

3. forall r ∈ R do
4. if Convergence::hasConverged(r) then
5. assign r to Rconverged
6. else assign r to Rpending

7. endif
8. endforall

9. Clustering::create(Rconverged )
10. MergingSplitting::process(C,Z)

11. forall r ∈ Rconverged do
12. if Classifier::isCorrectlyClassified(Z,r) then
13. assign r to Rclassi f ied
14. else drop r from Z
15. endif
16. endforall

17. Representations::createConceptVectors(C,Z)
18. Naming::process(C,Z)

19. while true do

20. tagging = wait(FolksonomyEvolution)

21. if not Representations::inSrt (t) then
22. continue
23. endif

24. Representations::updateVectors(Tagging)

25. if tagging.action = create then
26. if r ∈ Rpending

and Convergence::hasConverged(r) then
27. assign r to Rconverged

28. endif
29. if r ∈ Rconverged then
30. Classifier::classify(Z,r)
31. Representations::updateConceptVector(Z,r)
32. endif
33. endif

34. if RecalculationCondition::check() then
35. Representations::updateSrt()
36. Clustering::update(C,Z)
37. MergingSplitting::process(C,Z)
38. Representations::updateVectors(C,Z)
39. Naming::process(C,Z)
40. endif

41. endwhile

Fig. 1 Method algorithm

At this point, the method has built Rpending, Rconverged , Rclassi f ied ,C and Z sets from
the folksonomy, so it provides a set of concepts that group folksonomy resources
based on their semantics. Once created these concepts, the method self-adapts to the
evolution of the folksonomy taking into account the new annotations made by users.
The lines 19 to 41 of the pseudocode described in Fig. 1 are responsible of processing
these new annotations. The method waits for a change on the folksonomy when creat-
ing or removing an annotation. This change is represented by the method as a new Tag-
ging element, which contains the annotation information (user, resource and tag), and
if it has been created or deleted. If the tag used in the Tagging does not belong to the
representative set of tags (Srt ), Tagging is ignored and it expects the reception of new
annotations. If this tag belongs to the Srt set, the component Representations updates
the vectorial representation of the resource. If the resource belongs to the Rclassi f ied

set the component also updates the vectorial representation of the concept in which
the resource is grouped. If the Tagging is of type create, the method checks whether
the resource has converged or not, and the possibility of grouping it under any existing
concept. If the resource belongs to the Rpending set, the component ConvergenceCri-
terion checks if the resource has converged after receiving the new annotation. If so,
or if the resource already previously belonged to Rconverged , the component Classifier
provides the most appropriate concept for this resource. The component compares
the semantic of the resource with that of each concept in C. Based on this similarity,
the component assigns the resource to the Rclassi f ied set and creates a new entry in Z,
or lets the resource continue to be assigned to Rconverged . If the resource is assigned
to a concept, Representations component updates the vectorial representation of the
concept with the resource information.
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The method groups the resources in concepts, so that once a resource is classified
it will never return to the set Rconverged . Therefore, when a Tagging of type delete
is received, the method does not checks if the resource has converged or whether it
must continue to exist under the current concept, the method only updates the corre-
sponding vectorial representation. In addition to gathering new converged resources
into existing concepts, the method considers the information received from the new
Taggings, updating the Srt set and the existing concepts. Thus, Srt and C sets may
adapt to the folksonomy’s evolution, performing their adaptation for example to new
users’ interests. Since a unique Tagging does not use to significantly affect the Srt

set or the concepts set, and this update can be quite expensive computationally, the
method uses the component RecalculationCondition to determine when to update
both concepts and Srt . The recalculation may be performed considering many cri-
teria, for example, after a certain number of processed Taggings, after a given time
period, or whenever a resource or a set of resources are classified. When the com-
ponent determines the convenience of performing the recalculation, in a first step
the Srt set is updated taking into account its establishment criteria using component
Representations. It then uses the Clustering component to update the existing con-
cepts (C) and the resources grouped in them (Z). The component MergingSplitting
reviews these concepts creating, splitting them when necessary. Once obtained the
elements C and Z, Representations updates the concept representation vectors, and
Naming assigns a name to each one of the concepts. Upon the completion of these
tasks, the method returns to stand waiting for the arrival of new Taggings to the
folksonomy for their processing.

3 Method Evaluation

This section is devoted to evaluate experimentally the proposed method using data
retrieved from Del.icio.us. The method creates automatically a set of concepts from
an existing folksonomy and groups under these concepts the resources of the folk-
sonomy, according to their semantics. As the folksonomy receives new annotations,
the method groups new resources, takes into account new relevant tags, and adapts
the existing concepts.

With the aid of a page scraper we have collected a set of 15,201 resources,
with 44,437,191 annotations, 1,293,351 users and 709,657 tags from Del.icio.us
(15th-30th September, 2009)1. Those annotations, depicted in Table 1, concern a
period time from January 2007 to September 2009. We use annotations prior to
2009 to simulate an initial state of the folksonomy in order to create the initial con-
cepts. The rest of annotations correspond to January to September 2009 and they are
used to simulate the folksonomy evolution by means of Taggings elements of type
create. Table 2 summarizes the information concerning the initial folksonomy (t0)
and its state after including the Tagging elements concerning the period Jan.-Sept.
(t1 to t9).

1 http://www.eslomas.com/publicaciones/KMO2012/
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Table 1 Annotation distribution

Year Annotations Year Annotations Year Annotations
1998 2 2002 299 2006 3,140,591
1999 3 2003 628 2007 7,237,129
2000 7 2004 52,345 2008 13,753,922
2001 12 2005 719,216 2009 19,533,037

Table 2 Users, tags and resources in each subset of the experiment

Increment of the number of elements Aggregated values
ti annotations users resources tags annotations users resources tags
t0 24,904,154 972,695 12,117 489,125 24,904,154 972,695 12,117 489,125
t1 1,704,682 35,480 342 23,581 26,608,836 1,008,175 12,459 512,706
t2 1,811,331 37,240 353 23,066 28,420,167 1,045,415 12,812 535,772
t3 2,179,539 40,672 407 26,101 30,599,706 1,086,087 13,219 561,873
t4 2,153,461 34,603 336 24,187 32,753,167 1,120,690 13,555 586,060
t5 2,230,512 33,078 391 24,919 34,983,679 1,153,768 13,946 610,979
t6 2,304,614 33,959 348 24,460 37,288,293 1,187,727 14,294 635,439
t7 2,437,317 34,137 345 24,951 39,725,610 1,221,864 14,639 660,390
t8 2,617,998 36,438 368 26,332 42,343,608 1,258,302 15,007 686,722
t9 2,093,583 35,049 194 22,935 44,437,191 1,293,351 15,201 709,657

The method is configured for the experimentation using the following components.
The comparison between resource and concepts vectors has been performed using the
cosine measure. In the following we describe the components used to configure the
method. The component Representations considers a Srt set built using those tags with
at least 1,000 annotations. The component Convergence fixes the convergence crite-
rion to 100 annotations [7]. The component Classifier uses the method presented in [5]
to classify the resourcesunder themost similar concepts. In theevolution task, theclas-
sifier applies for a given resource each time it reaches a multiple of 50 annotations.
This component has been configured to take into account the two most similar con-
cepts (ci,c j) to each resource (ri), and classify only the resource when the difference
between the resource and these concepts is greater than a minimum threshold value of
0.10 (|sim(ri,ci)−sim(ri,c j)| ≥ 0.10). As proved in [5], the method is able to classify
the resources providing a high precision. The component Recalculation recalculates
monthly both sets Srt and C (after each ti (i : 1..9)). The component Clustering uses
a k-means algorithm, determining the k value by the expression k =

√ n
2 , being n the

number of resources in Rconverged at the concepts creation and in Rclassi f ied when re-
calculating. Thus, the number of concepts can grow as the folksonomy evolves. At
the initial concepts creation, the initial centroids are randomly defined since any a-
priori knowledge is not considered. When recalculating, the representation vectors of
C concepts are used to define the initial centroids, and if k ≥ |C|, then some resources
are randomly selected to define the k− |C| new clusters. The implementation of the
algorithm is performed in a distributed way where the calculus of the number of clus-
ter changes at each iteration is performed over different PCs of a cluster using a task
queue manager (Gearman). We use the k-means method instead of hierarchical tech-
niques because we want to provide a concept cloud (see Figure 2) with a similar user
experience to tag clouds. Component MergingSplitting merges using the cosine mea-
sure those concepts whose similarity values are greater than 0.75, once the Clustering
component obtains C and Z sets.
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Fig. 2 Concept cloud

And finally, component Naming assigns a name to each concept according to the
most relevant tags of its vector. When the weight of several tags is greater than the
50% of the weight of the most relevant tag, the name of the concept is obtained
through the concatenation of those tags after verifying, by means of the Levenshtein
distance, that tags are not syntactic variations of other previous tags. So, a concept
in which the two most relevant tags are php (weight 127,427) and programming
(weight 39,743), is named “Php”.

Besides Gearman, Memcached has been used as a cache system in order to reduce
the number of accesses to the database to obtain resources, concepts and represen-
tation vectors. The employed hardware consists of four commodity PC with Intel
Core 2 Duo processors at 2.13 GHz, and 2GB of RAM memory. In order to perform
the distributed tasks, 8 processes (2 on each PC) have been executed to perform the
processing of the K-means slices, and 24 processes have been executed to process
the Tagging processing tasks.

Table 3 summarizes the information concerning the evolution of the number of
tags, resources and concepts, from t0 to t9. Regarding the tags and the Srt set, it
shows the evolution of the number of tags of the folksonomy and the number of tags
in Srt , and the ratio between them. One can note that the number of tags in Srt in-
creases as the number of annotations in the folksonomy does. The increment in the
number of annotations carries with a higher number of tags exceeding the thresh-
old of 1,000 annotations required to be part of Srt . Lets note that: i) the method
represents the semantics of the resources with less than 0.40% (1,939/489,125) of
the existing tags; and ii) this value decreases slowly as more annotations arrive
to the folksonomy (up to 0.38% after processing t9). This makes the cost of the
method, in terms of space and process, significantly lower than the required when
considering all the tags of the folksonomy to represent the semantics of the re-
sources and their concepts associated. Table 3 shows that the number of classified
resources increases as the number of resources of the folksonomy does. As folk-
sonomy evolves with new annotations, some of the Rpending resources converge and
pass to Rconverged set, while other resources receive enough annotations to determine
an adequate concept, passing to Rclassi f ied . Regarding concepts, Table 3 also shows
the evolution in the k value used by the Clustering component, and the number of
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concepts created at each recalculation. When recalculating, Clustering component
tries to create a number of k concepts considering the number of Rclassi f ied resources,
however, some of these concepts may be merged by MergingSplitting component
when their similarity are greater than the defined threshold (0.75). Note that both k
and |C| values gradually increases after each recalculation. Although in this experi-
ment the number of concepts increases, the method allows the creation, splitting and
merging of concepts, so this number may also decrease. In this experiment the clus-
tering is based on k-means, with k depending on the number of resources, causing
the maintenance or increase of the number of concepts. The number of concepts can
decrease only if, after clustering, the MergingSplitting component finds that there
are two or more concepts with a similarity degree greater than 0.75.

Table 3 Adaptation of the method as the folksonomy evolves

Tags Resources Concepts
ti |T | |Srt | |Srt |

|T | Rpending Rconverged Rclassi f ied |C| k

t0 489.125 1.939 0,40% 337 3.098 8.682 75 77
t1 512.706 2.037 0,40% 289 3.184 8.986 76 78
t2 535.772 2.124 0,40% 305 3.190 9.317 77 80
t3 561.873 2.204 0,39% 282 3.226 9.711 78 81
t4 586.060 2.286 0,39% 269 3.237 10.049 78 82
t5 610.979 2.362 0,39% 250 3.277 10.419 79 83
t6 635.439 2.437 0,38% 225 3.300 10.769 80 84
t7 660.390 2.526 0,38% 206 3.033 11.400 81 85
t8 686.722 2.616 0,38% 139 2.915 11.953 82 86
t9 709.657 2.716 0,38% 43 2.917 12.241 83 87

Analysing the creation of concepts and the evolution in the number of resources
grouped in each concept, one can note that the creation of certain concepts produces
a decrease in the number of resources grouped in other concepts. For example, after
processing the Tagging set t9, the new annotations received in the transition from
the eighth to ninth iteration lead the concept Business&Finance&Money be split
into two concepts: Business and Finance&Money. The initial concept (Business),
which previously brought together 215 resources, now groups 118 resources. The
new concept created groups 119 resources, of which 110 (92 %) were previously
grouped under Business&Finance&Money. In most cases, the number of resources
classified under each concept grows as the number of annotations of the folkson-
omy does, but in some cases, this number may decrease. This decrease occurs either
when the concept under which resources were classified is split either when the ar-
rival of new annotations allow a better definition of the classification concept. As
occurs with Web2.0&Social&Socialnetworking, in which the number of classified
resources decreases from 244 to 230 in the transition from iteration 8 to 9. In this
transition, 220 resources remain classified under this concept, 24 of them are reclas-
sified under other existing concepts (Video, Business, Twitter, Blog, Tools&Web2.0
and Generator&Tools&Fun), 6 new resources are classified under this concept and
the remaining 4 resources were previously classified under other concepts.
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Table 4 Number of resources classified under the eight first concepts

Concept Statistics Iteration
Avg Dev Max Min 0 1 2 3 4 5 6 7 8 9

1 Hardware&Electronics&Technology 4.2 64 72 60 60 61 62 63 64 64 66 69 71 72
2 Jobs&Career&Job 85 6.4 95 75 75 77 81 83 84 84 88 90 92 95
3 Books&Literature 171 13.0 192 152 152 156 161 166 169 172 177 182 185 192
4 Video&Web2.0 214 26.9 252 175 175 183 192 201 206 221 225 237 248 252
5 Html&Webdesign&Web 85 9.2 103 75 75 77 80 80 80 81 85 88 98 103
6 Linux&Opensource 116 6.4 125 108 108 109 110 112 115 117 118 122 125 125
7 Art&Design 198 7.0 208 189 189 190 195 193 194 200 204 205 206 208

74 Howto&Diy 81 8.6 93 70 82 70 72 72 75 83 86 88 92 93

Table 5 Evolution of the resources classified

Number Initial iteration Total
of changes t0 t1 t2 t3 t4 t5 t6 t7 t8 t9

1 320 25 29 17 11 14 11 26 22 0 475
2 79 2 1 3 2 3 0 1 0 0 91
3 2 0 1 0 0 0 0 0 0 0 3
4 1 0 0 0 0 0 0 0 0 0 1

Table 4 shows the number of resources classified under some concepts. In the
same way, the creation of the concept Origami, which groups 16 resources, occurs
after processing the set t1 and its resources come from Howto& Diy, Art&Design
and the rest are resources classified during the processing of t1 and therefore were
not grouped into any concept after t0. It has been found therefore that the origin
of the resources of the concepts created in the evolution presents a semantic rela-
tionship to the concepts created. This indicates that as the folksonomy receives new
annotations, the method is able to group all the related resources and to evolve the
concepts so as to adapt to user interests: e.g., resources that were initially grouped
into Howto&Diy, representing pages with instructions on how to do things with the
appearance in the folksonomy of more information on origami causes the method to
create a specific concept for this topic, bringing together new and existing resources.

Table 5 shows the evolution of the resources classified. The left side of the table
shows that 11,671 of the 12,241 resources retain their original classification along
the evolution of the folksonomy, 475 of the resources change their concept of clas-
sification once, 91 of them change twice, 3 of them make it thrice, and only 1 makes
it 4 times. The right side shows the distribution of the number of changes among
classification concepts experienced by resources according to the iteration in which
they are introduced. Of the set of resources introduced in the initial iteration which
change their classification concept along the evolution of the folksonomy, 320 of
them make it once, 79 of them change their classification concept twice, and so on.
An analysis of the 83 classification concepts involved in this process shows that 75
of them appear in the initial iteration, and the rest appear one for each iteration,
except in the fifth iteration, which does not introduce any new concept.

Regarding the performance of the method, the time spent in each stage has been
registered. Table 6 shows the time needed to create the initial concepts (lines 1-18
of the method described in Fig. 1).
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Table 6 Creation costs for the initial concepts

Action Time (minutes)
Srt creation 1.10
Vectorial representation creation 22.83
Convergence verification 0.08
Clustering (k=76) 192.21
MergingSplitting 0.98
Assignation to Rclassi f ied 61.62
Creation of concept’ vectors 0.53
Naming 0.01

Table 7 Time spent in evolution

Time (minutes)
ti Number of taggings Tag. Processing Recalculation
t1 1,704,682 28.23 23.47
t2 1,811,331 31.24 24.35
t3 2,179,539 41.98 48.91
t4 2,153,461 43.12 29.18
t5 2,230,512 40.36 56.45
t6 2,304,614 41.12 27.39
t7 2,437,317 41.84 81.34
t8 2,617,998 32.65 27.26
t9 2,093,583 37.34 63.12

Table 7 shows the time spent processing the Tagging elements of t1 to t9 sets
(lines 19 to 41 in Fig. 1). Regarding the Tagging elements processing, the method
has processed them with an average throughput of 965.74 Tagging elements per
second, which represents an average of 40.24 Tagging elements per second and tag-
ging processing worker (24 workers, threads annotating concurrently). These results
show the applicability of the method in real systems, processing the new annotations
to adapt the classification concepts. Regarding the time spent in the recalculation,
it is quite variable, depending on the number of iterations of k-means algorithm.
However, the time spent by the Clustering component when recalculating is much
lower than the time spent at the first clustering (t0), because the representation vec-
tors of C are used as initial centroids, while at the first clustering the centroids are
randomly created. We are now working on the use of different clustering techniques,
including hierarchical clustering techniques, implementing the Clustering compo-
nent over Apache Mahout, which implements a Framework MapReduce[4] allowing
the usage of different clustering techniques.

In order to validate the quality of the classification of resources obtained, we
have evaluated the 12,241 resources considered with the aid of 102 computer science
students (advanced and regular internet users) at the Universidad Pública de Navarra
during the course 2010-2011. Each reviewer has evaluated a subset of the resource
set, ensuring that each resource has been evaluated by five different reviewers. Each
reviewer has evaluated its subset of resources after the initial classification, and then
those new resources and those whose category of classification has changed along
the different recalculations. Reviewers evaluated, for each of the resources, how well
resources are classified under their category of classification, quantifying this value
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between 1 and 5, meaning (1) a very poor classification, (2) a poor classification,
(3) a reviewer indecision, (4) a good classification and (5) a very good classification.
Reviewers considered 106 resources very poor classified (1%), 259 poor classified
(2%), 4,492 good classified and 6,313 very good classified. The reviewers were
hesitant with 971 resources (8%).

4 Conclusions

We have proposed, implemented and analysed a simple and incremental method for
the automatic and semantic creation of concepts to group the resources of a folk-
sonomy, in order to improve the knowledge management in folksonomies, with-
out changing the way users make their annotations. The method automatically cre-
ates these concepts and adapts them to the folksonomy evolution over time, group-
ing new resources and creating, merging or splitting concepts as needed. It is an
incremental-aggregation technique that adapts to the folksonomy evolution, without
requiring to re-evaluate the whole folksonomy.

The method uses a small subset of tags, the set of more representative tags (Srt),
in order to apply it to real folksonomies and their evolution without adversely affect-
ing its performance. Furthermore, the method is based on a component based open
architecture. This allows its application to folksonomies with different features and
needs, and a useful way to assign names to the classification concepts.

The semantic information assigned to the resource by their annotations allows the
automatic classification of the resources of a folksonomy under classification con-
cepts without requiring the intervention of human experts. We have experimentally
validated, with the aid of human experts, that the method is able to create auto-
matically these concepts and adapt them to the folksonomy evolution over time,
classifying new resources and creating new concepts to represent more accurately
the semantic of the resources.
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Abstract. Software Engineering (SE) uses different theories to empower its prac-
tices. One such theory is Knowledge Management (KM), which provides an im-
portant conceptual heritage. Our proposal establishes emerging concepts that 
enrich SE from KM. All these concepts are in between knowledge and software, 
hence we call them Softknowledge (SK), y Hardknowledge (HK); they constitute 
Knowledgeware (KW). In this paper we emphasize the intentionality that pertains 
to these concepts, which is a fundamental characteristic for the development, 
maintenance, and evolution of software. Additionally, we propose a nurturing  
environment based on the present proposal. 

1   Introduction 

Since the term SE was coined [1], there has been constant crisis within this discip-
line. This crisis can be seen when observing the discouraging figures reported by 
official bodies like the Standish Group [2], where high percentages of failure on 
the projects conducted are reported. Aiming at improving such a bleak situation, a 
variety of software development processes have been proposed, ranging from code 
and fix [3] to Waterfall [4], Spiral [5], V [6], b [7], RUP [8], among others. On the 
other hand, methodologies such as XP [9], Scrum [10], Crystal [11], ASD [12] 
have been proposed to address the development of practices, values and principles 
[13]. It seems that knowing the way (how), the people (who), the place (where) 
and the time (when), that contribute to the development, the processes and the me-
thodology around a problem is a suitable roadmap; however, discouraging  
reports continue to appear. 

The present paper points in a different direction, namely knowledge manage-
ment and it attempts to reduce failure of the software projects. Although this ap-
proach was studied already [14], [15], [16], emerging concepts in between the 
theories of Software Engineering and Knowledge Management have not been  
proposed to strengthen the understanding and the solutions to some of the most  
relevant problems encountered in Software Engineering. 
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2   Problem Statement 

Although Software Engineering has been empowered from Knowledge Manage-
ment, the work done so far has adopted concepts that, from the perspective of 
Knowledge Management, favor Software Engineering. One of these concepts is 
what is known as tacit knowledge [17]; however, when adopting a concept, not 
only are the solutions brought in but also the problems associated to the frame-
work within the providing discipline of origin. Even though the classification of 
both tacit knowledge and explicit knowledge [18] together with its processes 
framework (SECI) [19] represent a good approximation to many of the problems 
found in collaborative work – which is typical of software projects such as: the 
strengthening of knowledge generation [20], knowledge gathering [21], know-
ledge exchange [22] and knowledge co-creation [23] processes – it is clear that 
engineers always end up  facing the same advantages and disadvantages that have 
already been identified for the same processes in the field of KM. 

The tendency of researchers to narrow the gap between two theories as a means 
of improving knowledge frameworks causes harmful side effects, which are 
eventually identified in most cases. There is a special and apparent similarity 
between software engineering and knowledge management, but you need to check 
the most favorable concepts carefully and find mechanisms beyond the mere 
adoption and adaptation of these ideas. 

We believe that, more than doing a theory transfer, it is necessary to generate 
emerging concepts. 

3   Knowledgeware: The Missing Link between Knowledge and 
Software 

Software is a product obtained from intellect [24], it is an extension of our though-
ts [25]. When software products are made, there are as many variables as people 
participating in the development process – “Conway’s law” [26], [27]. It could al-
so be claimed that software is knowledge; however, such an statement is too 
straightforward and it would be reckless not to acknowledge knowledge as intelli-
gence [28], an ability [29], as states of the mind [30], beliefs, commitments, inten-
tions [18] among other features; and although software is pervaded with our  
reasoning, that reasoning is constrained by the conditions of the programming lan-
guage and programming paradigms [31], and also by the intended purposes [32] of 
the documents supporting the software product. The solution to this situation is 
knowledgeware KW; this new species can be found between knowledge and soft-
ware, and it takes its traits from both concepts.  

Given that, from the perspective of knowledge management, there is a clear 
distinction between tacit knowledge and explicit knowledge and such a distinction 
points to the possibility of coding; likewise, in the case of KW, we propose to 
have a distinction between what we call softknowledge SK and hardknowledge 
HK. From the point of view of coding, tacit knowledge is orthogonal to explicit 
knowledge. While tacit knowledge resides in people, explicit knowledge can be 
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stored using physical media, typically IT media. One of the most recurrent con-
cerns is perhaps the way in which organizations gather knowledge and manage it, 
and so different approaches have been proposed [33], [34], [35], [36], [37], [38]. 
We consider that leaving tacit knowledge to the world of people is the most suita-
ble approach, our concern should actually focus on the construction of a bridge to 
join tacit knowledge and software; this bridge is what we regard as SK. Likewise, 
there should also be a bridge between explicit knowledge and software, which is 
what we regard as HK. 

Knowledge resides in peopleware PW [39], SK and HK reside in KW, and ul-
timately software resides in hardware. Knowledge management analyses PW from 
the point of view of the organization; among some of these frameworks we find: 
organizational knowledge management pillar frameworks [33], intangible asset 
frameworks [34], intellectual asset model [35], knowledge conversion frameworks 
[18], knowledge transfer model [36], knowledge management process model [37], 
and knowledge construction frameworks [38], among others. Regarding these 
models and frameworks, a lot of effort has gone into defining different types of 
processes that have an impact on the knowledge of the people who make up the 
organization. Likewise, within software engineering, the problem of conducting a 
project has been addressed, where projects themselves are based on organizations 
consisting of people who must assume the responsibility of a given process in or-
der to obtain software. While in knowledge management processes lead to know-
ledge, processes in software engineering lead to software. We propose that in or-
der to find a path from knowledge, through KW, up to software, it is necessary to 
conduct both a traceability process and a representation process.  Fig. 1. 

 

Fig. 1 Knowledge Model 

3.1   Traceability 

Software traceability [40] is a powerful mechanism that allows the construction of 
conceptual continuity. Such continuity must permit going back on every step taken 
in order to understand the origin of concepts [41]. The traceability we propose 
goes from tacit knowledge to SK, and from there on it goes all the way to end up 
becoming software; it also goes form explicit knowledge to HK, and form there on 
it ends up in software. 



16 S.J.B. Castro, V.H.M. García, and R.G. Crespo
 

3.2   Representation  

In order to make traceability visible, we propose carrying out representation 
through languages. If traceability remains over the path tacit-knowledge-to-SK-to-
software, we suggest exploiting the advantages of widely-recognized modeling 
languages, namely archimate [42], UML [43], [44], SPEM [45], or exploiting no-
tations such as BPMN [46] supported by international documents [47]. We also 
propose the creation of ontological entities supported by languages such as OWL 
[48]. We believe that software development, when oriented to the creation of 
models capable of intentional perspectives, can capture certain descriptions where 
software approximates the knowledge wherein it was created. If traceability also 
remains on the path explicit-knowledge-HK-software, we suggest exploiting the 
advantages of having a key between modeling and programming languages, 
whose perspectives and transformations [49] lead the way from the models lan-
guage to the programming language.  

We coined the concept of Intentional Modeling Language IML, fig. 1, whose 
additional characteristic over conventional modeling languages will be to provide 
representation mechanisms that allow expressing the models extended semantics. 
Some ways to achieve this might be found in the construction of an enriched pro-
files vocabulary that helps to tinge the models. It is possible to obtain these me-
chanisms as extension mechanisms in languages like UML. Fortunately, from the 
perspective of the programming language-transformation-model, this area has 
been widely developed e.g. MDA [50]. 

3.3   Intentionality 

Most of the problems associated to software lie in the complexity introduced not 
only by source codes but also by the large volumes of documentation supporting 
such codes, not to include the typical risks of both coding and documents falling 
out-of-date. In an attempt to develop and maintain software, engineers often resort 
to keeping an artifact logbook, where specifications, architectural and design mod-
els, user manuals and other records can be found. However, it is by no means an 
easy task to deal with a product that has been expressed using a language that is in-
tended for a machine as well as using other languages understood by humans. The 
most considerable difficulty   is that the type of knowledge resulting from abstrac-
tion, which is expressed in documents and software artifacts, does not easily reflect 
the actual intention of such creation - of course it is very difficult to capture subjec-
tive expressions –; however, it should be possible at least to capture an approximate 
description. KW was defined as a subjective expression that contains knowledge 
and that allows itself to be captured through a graphical or textual description by 
using modeling and programming languages that can incorporate intentional ex-
pression mechanisms. Even in art, where so many different emotions are awaken, 
the piece of art itself provides information about its creation conditions and even 
about its creator; the piece of art is pervaded by the artist’s intentions. Of course in 
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software these intentions must be a lot more bounded; fortunately, disciplines such 
as software architecture and software design, which leave their mark on software, 
are very useful to clarify the purpose of how applications are built. In this context, 
architectural patterns [51], [52], families and styles [53], and also design patterns 
[54], [55] represent a clearly intentional guide to software.   

Other intentional approaches can be used as a mechanism for profiles; in this 
sense, languages like UML [56] allow an extension of the models semantic mean-
ing through such profiles. Another very valuable approach lies in onthological de-
finitions, which allows adjusting the problem/solution domain with a clear sense 
of purpose, combating ambiguity. Following these ideas, KW is the traceable and 
re-presentable knowledge that reflects its intentions in software and therefore faci-
litates not only software development but software evolution. 

4   Intentionality-and-Process-Centered Environment 

The importance of processes for both knowledge management and Software Engi-
neering has already been understood, there is even a wide variety of process cen-
tred software engineering environments PSEE [57] for software development, 
which use process modeling languages PML [57]. Nevertheless, although these 
proposals represent a good development guide when software evolution needs to 
be evidenced, the roadmaps are not loaded with the necessary intentions to clearly 
establish the initial purpose of using a given process. We coined the term intentio-
nality-and-process-centered environments. 

This type of environment is supported by our own PML proposal. The plus in 
our PML lies in the SK-and-HK visual modeling from an innovative perspective. 
Within innovation, we put forward the idea of enriching model semantics and so 
being capable of building KW. The details of the proposed PML are beyond the 
scope of this article, but we do illustrate the most relevant concepts from the four 
points of view of the proposal, namely the knowledge and communications view-
points, which points to the “software” product; and the improvement and incidents 
viewpoints, which points to the development process. 

4.1   Knowledge Viewpoint 

This viewpoint allows modeling knowledge descriptions as well as actors and 
roles. In this category, a graph permits signaling the most important features from 
the intellectual assets involved in the development process. Fig. 2 shows the actor 
called “engineer” with his corresponding role, namely “tester”; the SK is 
represented as a round-line cloud and HK appears as a straight-line cloud. It can 
be seen that SK describes ability, while HK describes the possible transformation 
into a informatics protocol. Both the descriptions are representations of knowledge 
with a particular intention that allows enriching the semantics of the product. 
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Fig. 2 Knowledge viewpoint 

4.2   Communications Viewpoint 

Fig. 3 shows how the architect asks the different people involved in the organiza-
tion about the business nature by conducting an interview whose purpose is to 
know the architecture. Since the Tower of Babel, the problem of communication 
has been the obstacle when it comes to setting up projects [24]. Having a simple 
but expressive vocabulary is another way to achieve clear intentions; we propose 
modeling a communication interface between actors and roles that expresses the 
mechanism as well as the ideas arising from a given situation. 

 

Fig. 3 Communication viewpoint 

4.3   Improvement Viewpoint 

One of the maxims of software engineering is “process improvement” [58],  
but yet it has not been directly described in the process model, therefore it is 
not visible, and because of this, the model and its execution end up being  
divergent; the person leading the process is supposed to be aware of such an 
improvement, but a loss of memory is suffered from one process to the other. 
We propose that the process be enriched with descriptions that point in the  
direction of improvement. These descriptions can be seen as principles, among 
other things. Fig. 4. 
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Fig. 4 Improvement viewpoint 

4.4   Incidents Viewpoint 

In the software development process, another fundamental criterion that must be 
considered as an intrinsic factor to software is risk [5]; however, like its improve-
ment counterpart, this criterion is not directly associated to a process model either. 
We believe that risk together with limitations and descriptions are part of a greater 
set of events that we call incidents, which should be directly reflected in models, 
Fig. 5. 

 

Fig. 5 Incidents viewpoint 

The purpose is to provide the models with intentions by taking advantage of ei-
ther the graphical or textual extensibility mechanisms. 

5   Software Tools 

There is a wide variety of software development environments that are  
process-centered, such a Oikos [69], spade [60], Dynamite [61], adele-tempo [62], 
PADM [63] among others. We propose to have a PSEE plus the models inten-
tions, which we call Coloso and will soon be available in its open version at 
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www.colosoft.com.co. This environment integrates Archimate (for the architec-
tural layer) UML (for the design layer) and java (for the programming layer). The 
whole process is managed from our PML layer. Our proposal also integrates pat-
tern and anti-pattern components, metrics, and process templates. Fig. 6. 

 

Fig. 6 Coloso 

The proposed concept from the Coloso platform allows modeling both SK and 
HK together with their constituent properties. The necessary conceptual continuity 
between the knowledge layer and the software engineering layer can be estab-
lished using traceability mechanisms, which are implemented on the platform, in-
cluding the components that link different types of resources and artifacts such as 
models, documents, codes and so on. With this approach, it is possible to go from 
the idea embodied in a conceptual model to its representation expressed in a pro-
gramming language. 

6   Future Work 

Three software projects are being developed and tested. An eight-month schedule 
and a five-people team are the common features of these projects, where two 
phases are proposed, namely a development phase and a maintenance-and-
evolution phase. Our proposal will be used in two of the projects; one of these 
projects will experience a change in its personnel during the second phase. This 
event is expected to shed some light on the impact of our proposal.  

Another future study addresses the creation and profile-and-ontology enrich-
ment of the Coloso environment, which is expected to allow different shadings of 
the software problem/solution domains. This study is also intended to strengthen 
the emerging patterns found in between knowledge management and software en-
gineering, which are additional to those patterns already in use [64]; this should  
allow handling an enriched vocabulary in software processes. 
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7   Conclusions 

Great care is needed when applying theories with the purpose of enriching a 
discipline; since such theories come together with their own strengths and risks. 
We believe that the blend of two theories such as SE and KM will necessarily give 
rise to new concepts like the ones proposed in the present article. The aim of 
having new concepts is to integrate the strong points; we consider that knowledge 
is reflected in software, but its intentions will get lost due to the limitations and 
restrictions that pertain to programming languages unless we decide to use 
mechanisms like the ones proposed in this article.  

Since software is not only about source codes and executable files, we must 
take advantage of other constructs such as models, which, by using semantic  
extensions, can be pervaded by the purpose, which makes it easier to perform 
software development tasks, software maintenance and software evolution. In this 
article, SK and HK are proposed as two new concepts that can tinge both know-
ledge and software. By using these two concepts, we propose to construct a bridge 
between the PW domain knowledge and the hardware domain software. SK and 
HK must be characterized since they are intentional, that is, they provide the pur-
pose of their very making through different mechanisms, allowing their traceabili-
ty to be evidenced through the given presentation. 
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Abstract. Effective use of knowledge in organisations would typically lead to im-
proved organizational performance. Organisations that practice and leverage orga-
nizational knowledge through integration, innovation and sharing of lessons 
learned will continue to improve and strengthen the organisation’s operation. The 
ecosystem approach described in this paper centred on the premise that knowledge 
is individualised information enriched through the process of learning, then shared 
and applied to practical situations. To capture better knowledge management, a 
collaborative knowledge management framework is used to examine the positions 
of knowledge management in an organisation. To highlight the complex and hete-
rogeneous nature of knowledge management, a set of practices aimed to enhance 
collaboration is presented as holistic approach toward improving practical learning 
environments. In addition, a set of actionable knowledge management strategies to 
improve the relationships among the components interacting within each organisa-
tional ecosystem can be recommended as a result of using the framework.  

Keywords: Knowledge Management, Organisational Learning, Learning Ecosys-
tem, Collaborative Learning. 

1   Introduction 

Today’s enterprises are knowledge-based entities where proactive knowledge 
management (KM) is vital to attaining competitiveness [15]. Nonaka and Takeu-
chi [22] emphasised that knowledge is a strategic corporate asset that has become 
“the resource, rather than [just] a resource”. Consequently, KM is an integral 
business function as organizations [3] begin to realise that their “competitiveness 
hinges on [the] effective management of intellectual resources” [12].  

Por [27] articulates that “knowledge exists in ecosystems, in which informa-
tion, ideas and inspiration cross-fertilise and feed one another”, implying that the 
interactions that occur among individuals, organizations and knowledge artefacts 
are the primary sources of learning, knowledge creation, sharing and utilisation. 
Drawing on this insight, this research emphasises that KM is a set of principles 
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and practices that aims to improve collaborative and cooperative interactions that 
occur within a particular organizational environment. Janz and Prasarnphanich 
[16] conducted a study where knowledge is intrinsically gained through coopera-
tive learning with a view that successful organizational KM involves effectively 
facilitating the ongoing creation, transfer and application of knowledge [2] by 
creating an environment that is conducive to collaborative learning. This way, 
learning is direct interactions between individuals and peers in small groups. This 
environment stresses the importance of just-in-time socialisation or networking in 
face-to-face or online modes. 

Organisational knowledge arises through a continuous dialogue between expli-
cit and tacit knowledge where knowledge is developed through “unique patterns 
of interaction between technologies, techniques and people” [4]. Individuals  
continue to develop new knowledge and organizations play a critical role in articu-
lating and amplifying that knowledge [21]. The successful codification of individ-
uals’ tacit knowledge to permanently retain as organisational knowledge relies on 
the effective implementation of KM.  

While there has been considerable development in the areas of knowledge, KM, 
communities of practice and organizational learning, much of the KM research has 
been accomplished without substantial impact on the way organizations operate 
[12]. To bridge the gap between theory and practice, this study draws on Brown’s 
[5] proposition that “an organization is a knowledge ecology” comprise of inte-
racting components. The research advances Chang and Guetl’s [6] ecosystem-
based framework by drawing on the relationship between KM and collaborative 
organizational learning, and highlights three key categories of contributors to the 
dynamics of collaborative learning environments; these being (1) the learning or 
knowledge management utilities, (2) the learning stakeholders and (3) the internal 
and external influences that could impact the learning environment [6]. The Colla-
borative Learning Ecosystem (CLES) serves as a valuable framework for examin-
ing and improving the KM positions of organizations. 

2   Knowledge Management and Collaborative Organizational 
Learning 

McAdam and Reid [19] and Janz and Prasarnphanich [16] observed that know-
ledge and learning are inextricably related, each relying on and influencing the 
other. A learning organization is one creates and shares new knowledge, recogniz-
ing that its ability to solve problems does not rely solely on technology [12] or in 
the individual expertise of personnel, but rather, is a result of an interaction among 
components within the organizational knowledge base [9]. Alavi and Leidner [2] 
reinforce that bringing individuals together in a collaborative environment to en-
hanceboth tacit and explicit knowledge [30] is a KM imperative. 

Nonaka [21] asserts that “organisational knowledge creation is a never-ending 
process that upgrades itself continuously”; and new concepts evolve after it is  
created, justified and modelled. This interactive process that occurs both  
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intra-organizationally and inter-organizationally is facilitated by collaborative  
organizational learning where the state of knowledge is continually changed to en-
able its application to a problem or situation [11]. 

It is clear that effective organizational learning is dependent on the successful 
creation, storage, retrieval and transfer of knowledge for appropriate application. 
Learning, knowledge creation and sharing take place at the individual, team and 
organizational levels, and these processes are vital to organizational learning [11, 
2]. The key focus of KM is to encourage and simplify the collaborative learning 
process into consideration a range of technological, cultural and social factors.  

2.1   Development of a Technological Infrastructure 

Information technology (IT) serve as an effective enabler [16] of various facets of 
KM, from the capturing of tacit or explicit knowledge to its application [29]. KM 
tools assist in the development of K systems involving a combination of people, 
technology and culture [18]. 

Without a stable technological infrastructure, an organization will have difficul-
ty enabling its knowledge workers to collaborate on a large scale [13]. The selec-
tion of technology, implementation approach and delivery of content must be per-
formed with a focus on users’ needs [13]. The ongoing strategic planning and 
maintenance of IT applications, including ongoing IT risk management that incor-
porates security and authentication controls [29] and business continuity manage-
ment, are integral aspects of developing a stable IT infrastructure. Users must be 
guided on how to use the technology to communicate and share knowledge [13]. 
Also, if KM is to be a strategic asset rather than a ‘passing fad’, it must be aligned 
with economic value which is attainable by “grounding KM within the context of 
the business strategy” [34]. 

2.2   A Knowledge-Friendly Culture 

Organisational culture is considered the most significant input to effective KM 
and organizational learning in that culture shapes the values and beliefs that could 
encourage or impede knowledge creation, sharing and decision-making [16]. Janz 
and Prasarnphanich [16] suggest that a positive culture is one that promotes know-
ledge-related activities by giving workers the support and incentives to create an 
environment that favours knowledge exchange and accessibility. Alavi, Kayworth 
and Leidner [1] conclude that there exists a positive relationship between a ‘good’ 
knowledge culture (defined by trust, collaboration and learning) and a firm’s abili-
ty to effectively manage knowledge. They express that a culture of trust and colla-
boration establishes a greater willingness among employees to share insights and 
expertise. In contrast, “value systems that emphasise individual power and compe-
tition among firm members will lead to knowledge hoarding behaviours” [1].  
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2.3   Communities of Practice and Social Networks 

A community of practice is a “self-organised, self-directed group of people” [8], 
who are held together by a common purpose, shared interests and varied affilia-
tions [5]. These communities of practice gain access to the creativity and resource-
fulness of informal groups of peers, allowing its members to “initiate and contri-
bute to projects across organizational boundaries” [27]. These platforms for 
interaction contribute to the amplification and development of new knowledge 
[21], as ideas initially formed in individuals’ minds are able to be developed 
through the interactions based on a “passion for a joint enterprise” [8]. Therefore, 
communities of practice, formal and informal networks are increasingly valued as 
fundamental platforms for collaborative learning [9]. In today’s web-based era, 
organizations that create an environment that supports the formation of virtual 
communities of practice or communities of influence can also gain significant 
benefits in the areas of knowledge transfer, response times and in-novation [8].  

Developing a climate conducive to learning is expected to enhance organiza-
tional learning, and in turn, business performance [16]. Nunes et al. [23] state that 
“KM advantages have to be clear and easily attainable; otherwise organizations 
will continue to focus on the traditional way of working”. Earl [10] and Grover 
and Davenport [12] assert that even if an organisation embraces the concept that 
well-managed knowledge could enhance performance, they often do not know 
how to plan and execute KM initiatives. To address the KM challenge where the 
application of KM is problematic and the factors requiring consideration are often 
ambiguous, the Collaborative Learning Ecosystem (CLES) framework has been 
developed to holistically examine unique organizational learning environments. 

3   The Collaborative Learning Ecosystem (CLES) Framework 

A vital aspect of this framework is the ability to capture the evolving nature of 
knowledge and hence the term ‘ecosystem’ was used.  The term ‘ecosystem’ was 
originally defined by A.G. Tansley as “a biotic community or assemblage and its 
associated physical environment in a specific place” [26]. The definition implicitly 
highlights the existence of interactions among the biotic (living) and a-biotic (non-
living) components, as well as intrinsically within various highly-complex ele-
ments. Pickett and Cadenasso’s [26] insights on the applicability of the ecosystem 
concept to “any system of biotic and a-biotic components interacting in a particu-
lar spatial area” led Chang and Guetl [6] to apply the concept to the learning do-
main in developing an initial “Learning Ecosystem” (LES) framework. 

Papows [25] notes that “effective KM systems enable tacit and explicit know-
ledge to feed off of one another in an iterative manner”. It is through this collabo-
ration among the ecosystem components that organisational knowledge is able to 
grow and be translated into increased value. With a view to highlight knowledge 
worker as both ‘teacher’ and ‘learner’ engaged in collaborative learning activities, 
the cur-rent research extends Chang and Guetl’s [6] framework to incorporate a 
focus on collaboration. The model is re-named a ‘Collaborative Learning Ecosys-
tem’ (CLES) to represent the framework’s intended application focus.  
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3.1   Overview of the CLES Framework  

The CLES framework (Fig. 1) emphasises “a holistic approach that highlights the 
significance of each component, their behaviour, relationship and interactions, as 
well as the environmental borders in order to examine an existing system or form 
an effective and successful system” [6].  

 

Fig. 1 Representation of the CLES (Adapted from Chang & Guetl [6]) 

The CLES attempts to simultaneously highlight three key components of con-
tributors (as described below) that “consists of the stakeholders incorporating the 
whole chain of the [collaborative] learning processes, the learning utilities and the 
learning environment, within specific boundaries, called environmental borders”. 

A: Learning Utilities or KM Tools 
These are the static and dynamic media that contain and deliver the learning con-
tent, and are represented by individual and clusters (each dot denotes a single unit 
and a group of units make up a cluster that function and work together to serve a 
purpose) of ‘a-biotic units’. These typically (but not necessarily) technology-
oriented utilities include all hardware, software and any other computerised plat-
forms that carry the content to the learner.   

B: Learning Stakeholders or Knowledge Workers 
Learning Stakeholders comprise (i) the learning communities and (ii) other stake-
holders who contribute to and/ or benefit from the ecosystem. Learning communi-
ties constitute individuals or workgroups (as denoted by clusters of ‘biotic units’) 
who can “interact and collaborate synchronously and asynchronously with one an-
other” [6]. Other stakeholders are those who provide the learning content, or sup-
port the learning processes through the provision of expertise and services. 

C: Collaborative Learning Environment (Restricted CLES Conditions) 
The learning environment is dynamic due to changes in a range of internal and  
external influences, and the impacts of these influences are dependent on the  
lifecycle of the examined system. External influences include economic dynamics, 
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domain knowledge, competition and technology advancements [24]. Cultural and 
sociological influences, funding, business strategies and management support are 
examples of internal influences [6].  

3.2   Investigating the Specifics of the Learning Utilities or KM 
Tools (A) 

It is crucial that both IT and non-IT mediums are considered when investigating 
the range of learning utilities employed by a firm. The ways in which learning 
utilities are used by stakeholders in carrying out tasks should be examined and 
where appropriate, represented using Alavi and Leidner’s [2] framework shown in 
Table 1. Once the complete set of learning utilities have been identified, the rela-
tionships, usage and implementation effectiveness of each can be investigated. 
The nature of the interactions among individuals and these utilities is also an issue 
of interest of the CLES framework.  

Table 1 KM Processes and the Potential Role of ICT (Adapted from Alavi & Leidner [1]) 

KM Processes Knowledge 
Creation 

Knowledge 
Storage/Retrieval 

Knowledge Transfer Knowledge Application 

Supporting 
Information 
Technologies 

- Data Mining    
  tools 
- Learning  
  Tools 

- E-Bulletin Boards 
- Repositories 
- Databases 
- Search and  
  Retrieval Tools 

- E-Bulletin  
  Boards 
- Discussion   
  Forums 
- Knowledge   
  Directories  

- Expert Systems 
- Workflow Systems 

Groupware and Communication Technologies 
- Instant Messaging, Email, Online Forums, Web 2.0 tools 

Intranets/ Extranets 
Platform 
Technologies 

Internet  

3.3   Investigating the Specifics of the Learning Stakeholders (B) 

Learning communities possess learning attributes, which include unique learning 
styles, strategies and preferences. The learner’s demographics, experience, skills, 
IT competence, objectives, motivations and needs are also important characteris-
tics. Of the range of learning attributes which could influence collaborative learn-
ing, a set of characteristics considered to be central are established based on the 
following characteristics and existing literature.  

• Learning style and preference [4] 
• Background experiences and perceptions of personal contribution [4, 12, 16, 

17, 20] 
• Expectations of contributors and usefulness of information [16, 20] 
• Motivation to learn [4, 12] 
• Motivation to share knowledge [1, 14, 18, 25, 33] 
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3.4   Investigating the Internal and External Environmental 
Influences (C) 

The application of CLES involves the investigation of the influences affecting a 
firm’s internal and external operating environments. These influences and their 
impacts usually fluctuate across the business life cycle; and it is vital that the or-
ganization adapts to the conditions prevalent at a particular point in time and take 
action to facilitate the ongoing interaction among the stakeholders and utilities.  

A range of existing frameworks can be usedto examine an organization’s inter-
nal and external environments. Examples of these frameworks include the SWOT 
analysis, internal value chain or network analysis [28, 31)], Porter’s [28] five 
forces model and the Political, Economic, Social and Technological model.  

3.5   Investigating the Internal Environmental Influences 

Cultural, business strategies and management support are examples of internal in-
fluences of a firm’s KM implementation success. The factors and the correspond-
ing literature are used to evaluate the specifics of each internal influence. 
 

• Management leadership and support [7, 13, 14, 18] 
• Existence of a knowledge-friendly culture [7, 13, 16, 18, 20] 
• Clear knowledge strategy [7, 18, 34] 
• Commitment towards an IT infrastructure [2, 7, 13, 18, 29] 

3.6   Investigating the External Environmental Influences 

Organizations operate within a broad external environment characterised by a cli-
mate that is susceptible to radical change [25]. Chang and Guetl [6] consider the 
industry, government policies, competition, and technology life cycles as impor-
tant external influences to a firm’s collaborative learning environment. The stan-
dard Political, Economic, Social and Technological (PEST) analysis could serve 
as an effective approach to consider the external environment of an organization.  

Competition is a key external influence that has an impact on the learning envi-
ronment of a firm. Porter’s [28] Five Competitive Forces model provides a de-
tailed understanding of the competitive environment and relative position of the 
firm in its industry. The ways in which competitive forces affect a firm’s KM and 
collaborative learning activities can be evaluated based on this analysis.While the 
PEST and Porter’s Five Forces models may not be necessary for every case, each 
model provides a comprehensive structure for thoroughly evaluating the range of 
external factors impacting on an organization’s learning conditions.  

4   Operationalizing the CLES Framework 

The CLES framework is believed to provide a holistic approach to facilitate the 
development of collaborative learning environments. The key to maintaining a 
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positive environment is to “improve the ecosystem as a whole” [6], which in prac-
tice, refers to incorporating user-centric collaborative learning, technological in-
novation, content and learning design in line with the prevalent environmental 
conditions. These could result in the development of a range of knowledge man-
agement practices to help learners respond to uncertain conditions. It is vital that 
all the components that contribute to or interact within the CLES are appropriately 
integrated and that a balance in the utilization of each component is achieved [6]. 

Fig. 2 provides an example of an organization represented as an ecosystem us-
ing the CLES framework. This small business general engineering firm operates 
two distinct business functions of fabrication and machining. The organization 
which provides specialized services has 7 staff, 2 of whom are office staff, and it 
is in the early stages of its business. 

 

Fig. 2 Representation of a CLES 

Analysis was conducted on effectiveness of each learning utility (A), the learn-
ing attributes of the learning stakeholders (B) and the levels of interaction among 
these to carry out work processes. The impacts of various internal and external in-
fluences were examined, and based on the analysis; key favourable and unfavour-
able aspects of the firm’s KM practices were identified. 

The favourable aspects were: 

1. The users willingly adapt to and make the most of technology-oriented utilities. 
2. The information required is usually easily accessible in a readily useable for-

mat and does not need to be deciphered. 
3. Good use of document templates by office staff to create consistent documents. 
4. Frequent use of formal face-to-face interaction platforms to facilitate know-

ledge transfer and collaborative learning (eg. daily workshop meetings). 
5. Active leadership in building the organizational structure and culture. 
6. Positive knowledge-friendly culture that is conducive to collaborative learning 

(staff have a genuine interest in each others’ lives. 
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7. Minimal barriers to knowledge sharing – on both the social and work levels 
(atmosphere that values mutual trust, openness and collaboration). 

8. Staff have a relatively high motivation to learn and consider their working ex-
perience to be a constant learning process. 

9. Staff are given opportunities and the flexibility to leverage their backgrounds 
and experiences. 

10.Capable and motivated staff members whose skills are valuable assets. 
The unfavourable aspects were: 
 

1. IT utilities are inadequately attuned to users’ information needs 
a) lack of integration of IT utilities 
b) risk of human data-entry error due to minimal integrity constraints and 

in-efficient information sharing and transfer – due to physical separation 
of workstations. 

2. High volume of inaccurate or incomplete documents. 
3. Poor (or non-existent) backup and disaster recovery strategies. 
4. Inadequate security controls –critical documents are not password protected. 
5. Complacent attitudes towards internet security. 
6. Significant reliance on individuals’ expertise –relies on individuals’ ‘head 

knowledge’ which is often not documented. 
7. Substantial reliance (possibly over-reliance) on ad-hoc (verbal) communication 

- insufficient enforcement of the use of documents and records for informa-
tion transfer. 

8. Weak records-management and filing procedures. 

Based on the above favourable and unfavourable analyses and in view of the ap-
parent lack in technological integration in the firm, the following key recommen-
dations were noted: 
 

1. Actively discover ways to better leverage IT capabilities. 
2. Proactively encourage the use of desired learning utilities to gather and accu-

rately communicate work-related information. 
3. Implement formal disaster recovery and information security controls. 
 

Based on the premise that the key focus of KM is to encourage organisational 
learning by taking into account a range of technological, environmental and socio-
logical factors, the CLES framework aims to provide a holistic perspective on the 
specifics of the (A) Learning Utilities/ Knowledge Management Tools; (B) Learn-
ing Stakeholders (individuals and groups of knowledge workers) and the (C) In-
ternal and External Environmental Influences; which contribute to the dynamics of 
the particular organisation.  

The primary aim is to examine the relationships and interactions that occur 
within the ‘environmental borders’ of the organisation, and evaluate how effec-
tively KM practices facilitate organisational learning in the firm. Taking into ac-
count the behavioural and interaction performance gaps identified, as well as the 
technological, environmental and sociological factors, a viable set of KM practices 
to promote more effective collaborative learning is recommended.  

In addition to the brief CLES application as provided in Section 5, KM studies 
using the CLES framework has been carried out on small-to-medium enterprises 
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and these are reported elsewhere [32]. The examination of the firm’s KM effec-
tiveness involved a description of its key business processes, followed by an ex-
amination of the learning utilities, learning stakeholders and the impacts various 
environmental influences have on the organization’s learning environment. Focus 
was placed on investigating the range of KM tools and practices employed, and ef-
fectiveness of these to support key business processes and organizational value 
creation; and the impacts of environmental influences on staff interaction, KM in-
itiatives and organizational learning. The CLES allowed a range of significant as-
pects to be considered in order to make suitable recommendations to facilitate a 
more conducive collaborative learning environment. 
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Abstract. The Knowledge Management (KM) literature is reviewed with a focus 
on theory, finding a core issue in the lack of a widely accepted and understood  
definition of knowledge. Theories are categorised on the bisecting continua of per-
sonal vs. organizational knowledge, and reified knowledge vs. knowledge as so-
cial action. It is argued that a fresh approach based on the Discourse Psychology 
framework, and its research tool of discourse analysis, would shed new light on 
the primary issues. Social interaction – and therefore, language – is considered by 
many KM theorists to be essential to knowledge sharing and creation, yet lan-
guage has not been the locus of investigation. DP views language as the site of  
social action, and reality construction. Consequently, a study of talk in interaction 
is likely to reveal more about the nature of knowledge and in particular its psycho-
logical formulation, with implications for its management. 
 
Keywords: Knowledge Management, Discourse Psychology, discourse analysis. 

1   Introduction: A Sea of Theory 

There can be few domains of practice and academic inquiry which attract such a 
broad spectrum of theories and points of debate as Knowledge Management 
(KM). (Despres and Chauvel, 2002) suggest there are too many theories and that 
this, combined with what (McFarlane, 2011) calls a lack of a unifying framework 
on the near horizon, presents a challenge for KM and its practitioners. As to be 
expected, this patchwork quilt of theories is indicative of definitional difficulties, 
particularly that of knowledge itself (Quintane et al., 2011). (Bouthillier and 
Shearer, 2002), like many before and since, construct this definitional problem as 
a major issue, casting KM as an ill-defined field which none-the-less makes sub-
stantial claims. Is KM at risk of drowning in its own sea of theory? 

It is also not surprising that a number of studies and commentators point to the 
high failure rates associated with KM initiatives in organizations (Weber, 2007; 
Burford et al., 2011). Mainstream KM theory and practice are criticised for relying 
on flawed or misunderstood assumptions and structures (Virtanen, 2011), while 
others question what it is that KM is actually managing (Crane, 2011). Most main-
stream KM theories set out to design a formula for storing, codifying, transferring 
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and sharing, and creating knowledge within organizations. The claim is that such a 
harnessing of knowledge will lead to innovation and competitive edge. However, 
the risk is that such an approach leads to a reification of knowledge as object 
(Thompson and Walsham, 2004), and that consequently “real” knowledge is simp-
ly devalued and debased. If KM is to evolve and to become an embedded organi-
zational practice, it may be time for a different approach. 

This paper argues the case for a fresh theoretical approach to KM. It is  
proposed that Discourse Psychology (DP) can provide both the theoretical frame-
work, and research methodology, that will pave the way for a different under-
standing of knowledge and its management in organizations.  From the DP pers-
pective, knowledge is not an object to be captured, stored and passed around. 
Rather, knowledge is something that people do in social interaction: knowledge is 
constructed and shared in talk and text interaction. Notably, many existing KM 
theories take this general direction emphasising the concepts of knowledge as ac-
tion, and the importance of language (Thompson and Walsham, 2004; Blackler, 
1993; Burford et al., 2011). DP takes these concepts one step further, focusing the 
enquiry on how knowledge is created / shared in talk interaction, what discursive 
resources people call upon to achieve this, and with what consequences. 

Beginning with a critical review of a sampling of KM theories, the paradigm of 
Discourse Psychology and its research method of discourse analysis are investi-
gated. The discussion section considers what Discourse Psychology could bring to 
KM, with conclusions focusing on the question of “where next?” 

2   Theories in Knowledge Management 

A contemporary classification organises KM theory into the continua of organiza-
tional knowledge vs. personal knowledge, and knowledge as object vs. knowledge 
as social action.  

This sampling of theory – which is by no means exhaustive - shows the majori-
ty of theories located along the “knowledge as social action” axis, split between a 
focus on personal knowledge vs. organizational knowledge. A strong advocate of 
personal knowledge is (Grant, 2002), who is critical of some theories) for their 
subscription to organizational knowledge. According to Grant, the unit of analysis 
must be the person. In his “knowledge-based view of the firm”, Grant proposes 
that knowledge is the most strategically important of a firm’s resources, and the 
purpose of firms is to coordinate teams of specialists, and to facilitate the mutual 
integration of knowledge. In this model, the goal is knowledge integration. Al-
though Grant’s work has been interpreted as a theoretical position, Grant questions 
this, describing it as a set of ideas that emphasises the role and importance of 
knowledge. None-the-less, according to Grant, it is the knowledge of individual 
persons that is the valued asset, and this can only be realised by integration 
through team-work. 

Other personal knowledge theories follow the notion of knowledge as social ac-
tion more closely. (Boisot’s, 2002) I-Frame theory of knowledge creation emphasis-
es the importance of learning as the foundation of knowledge creation, arguing  
that people do not share knowledge. Rather they share information that becomes 
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knowledge once internalised to the individual. In Boisot’s model, knowledge is 
highly personal, and relies on shared repertoires between individuals. As such it 
leans more towards a cognitive understanding of knowledge, and raises implications 
such as people’s attention span, perception, short and long term memory, aswell as 
cognitive demand, although these do not feature in Boisot’s framework. The theme 
that is evident here is that theories in the personal knowledge – social action axis are 
walking in territory that is of intense interest to the Social Psychologist. 

(Blackler’s, 1993) “knowledge and the theory of organizations”, based on a 
modified version of Activity Theory, also emphases the central role of social 
learning. This framework straddles the personal vs. organizational knowledge con-
tinuum in it could refer to either. Blackler argues that knowledge is performative, 
not a possession, preferring the term “knowing” over “knowledge”. He is critical 
of the rational-cognitive mainstream approaches to KM in their reification of 
knowledge, and their assumption of rationality in both organization and individual 
– which Blackler disputes. (Blackler, 1995) goes onto argue that there is a shift 
away from knowledge as situated in bodies and routines (embodied and embed-
ded) towards knowledge as situated in brains (embrained), dialogue (encultured) 
and symbols (encoded). In other words, Blackler argues for and promotes a move 
away from knowledge as objective, tangible and routinisable, to knowledge as  
social action. 

Moving more towards the organizational end of the personal-organizational 
knowledge spectrum, Brown and Duguid place communities of practice at the 
heart of their proposed architecture for organizational knowledge: “(T)the hard 
work of organizing knowledge is a critical aspect of what firms and other organi-
zations do” (1999: p 28). They argue that knowledge is mostly collective, and that 
successful communities of practice are generally informal.  However, their archi-
tecture is largely dominated by themes of organizational command and control. 
Note, for instance, Brown et al.’s emphasis on the “organizing” work of firms con-
trasted with (Grant’s, 2002) position on the organization as co-ordinator. (Leonard 
and Sensiper, 2002) also pursue the notion of people sharing knowledge in group 
work. Leonard et al.’s theory of creative abrasion frames the different back-
grounds, skills, experiences and understood social norms amongst individuals as 
the factors which generate the melting pot of innovation. In this implied chaotic 
environment, people will challenge each other leading to an abrasion of different 
ideas, which in turn gives rise to new ones. As a basic idea, this is not divorced en-
tirely from the concepts of social learning advocated by (Blackler, 1993, 1995) 
and (Boisot, 2002). 

Turning to the other end of the spectrum, the majority of theories taking the line 
of reifying knowledge largely cluster around a focus on organizational knowledge. 
The leading theory is that of the knowledge creating firm (Nonaka, 1994; Nonaka 
and Toyama, 2007). This introduces the SECI model, a dynamic model which ex-
plains knowledge creation as an interaction between subjectivities and objectivi-
ties.  According to this model, new knowledge is created in a spiral of interaction 
between the processes of socialisation, externalisation (explicit knowledge), com-
bination and internalisation (tacit knowledge).  
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Similarly to Brown and (Duguid, 1999), (Nonaka, 1994) describes the “infor-
mal community” as the location of emerging knowledge, but then suggests that 
these need to be related to the formal hierarchical structure of the organization. 
This implies a transformation of the informal to the formal. In his definition of the 
structure of knowledge, Nonaka proposes that tacit knowledge refers to future 
events, while explicit knowledge deals with the past, and that only tacit knowledge 
comprises cognitive elements. There is no evidence for this claim, and arguably, 
tacit knowledge – even if one takes the view that it is internalised, comprising 
skills, difficult to articulate, the “more than we can tell” element of knowledge – 
could refer to the past as well as to the future.  

In this brief review of KM theory, I have shown how these are variously fo-
cused on personal or organizational knowledge, and vary in their approach to 
knowledge as either object or as social action. I have also shown how they largely 
embrace the same factors, but use different terminologies and different emphases. 
A further commonality across KM theory is the substantial assumptions on which 
they are based. These include the assumption that knowledge can be identified as a 
singular thing or activity; that KM outcomes can be measured in some way; that 
the tacit can be made explicit and vice versa; that knowledge resides in people’s 
heads, but they must be motivated to share it. Others assume that language, com-
munication and social interaction are important, but how is not specified; that 
what will work in one culture or organization will work in another; and finally, 
that with the right organizational structure, knowledge can be commanded and 
controlled. 

The paper now turns to consider how Discourse Psychology represents a fresh 
perspective and approach to KM. 

3   Discourse Psychology and Discourse Analysis: New Horizons 

Discourse Analysis (DA) is becoming increasingly popular in organizational and 
inter-organizational research, according to (Phillips and Di Domenico, 2009). As 
Hardy reports, “(S)such discursive studies are playing a major role in the study of 
organizations and in shaping some of the key debates that frame organization and 
management theory,” (2001: p 25). There are many different “flavours” of DA 
(see Phillips et al. for a comprehensive summary, and a review of their application 
in organization studies), but as Phillips et al. point out, they all share an interest in 
how social reality is constituted in talk. DA is generally framed within the post-
modernist, social constructionist paradigm. This is positioned as diametrically op-
posed to conventional or traditional theoretical and research approaches. Whilst, 
as with all theoretical approaches and research methods, DA has attracted its share 
of criticism, for instance, for the subjective nature of its data (Zajacova, 2002),  
“(T)there can be no question that the legitimacy of postmodern paradigms is well 
established and at least equal to the legitimacy of received and conventional para-
digms,”(Guba and Lincoln, 2005). The focus here is on the framework offered by 
Discourse Psychology. 

Discourse Psychology (DP) was first introduced by Potter and Wetherell in 
1987. This ground-breaking work applies the DP theoretical framework, and its 
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distinctive research methodology of discourse analysis (DA), to the study of atti-
tudes and behaviour as examples of studying psychological phenomena through 
the lens of discourse. By comparing and contrasting this to conventional theories 
and methods, Potter et al. highlight the weakness of mainstream approaches, and 
the advantages of DP in revealing the social world as constituted in language.   

The core assumption of DP is that language is the site and location of the social 
world - human action and performance (as distinct from behaviour). People use 
language to create versions of the social world. Unlike other brands of DA, the da-
ta which DP focuses on includes any form of talk and text, drawn from any me-
dium. Conventional Social Psychology, and research methods in general, approach 
language as a transparent medium which reflects reality as it is (Marshall, 1994). 
In the conventional approach, the topic of interest is what people report or say, as 
a means of uncovering some hidden cognitive structures (Billig, 2001) such as at-
titudes or beliefs, or intentions to act. Such approaches and methods have come in 
for considerable criticism over the last two decades (Marshall and Wetherell, 
2001; Billig et al., 2003; Antaki, 2000). Rather than study what Billig describes as 
“…ghostly essences, lying behind and supposedly controlling what can be directly 
observed” (p 210), if one takes the approach that psychology is constituted in lan-
guage, then it becomes possible to study the processes of thinking directly. 

The assumptions that flow from this basis of language as the site of social ac-
tion are what make DP singular: that talk is constructive, functional, consequential 
and variant (Potter and Wetherell, 1987). It is constructive in that talk involves an 
active selection, which may be conscious or not. This in turn implies that all  
language is functional in that it works to achieve some accomplishment (e.g., per-
suasion or argument). It is consequential in the sense that talk construction and 
function lead to consequences for the speaker and the co-participant(s).  It is vari-
able in that one person can describe another, or a phenomenon, action or scene in 
two completely different ways to two different people.  

Unlike traditional approaches, DP and its method of DA are not attempting to 
understand what is said in talk interaction as a means of shining a torch on some 
underlying cognitive entity (Potter and Edwards, 2003), rather their focus is on 
how social reality is produced. (Marshall, 1994) offers a neat and succinct com-
parison of the relative perspectives on language between the post-modernist and 
conventional paradigms: traditional approaches view language as a mirror that un-
problematically reflects reality, whereas DA approaches language as the site of 
study in its own right. This juxtaposition of approach immediately highlights a 
major problem in conventional methods. In its use of questionnaires, scales and so 
forth, the conventionalist searches for patterns and consistencies in their data with 
the aim of uncovering phenomena which can be generalised. But, how does the 
conventionalist accommodate for the variation in language? In this case, the con-
ventionalist must “sort out” any variability in the data as it will impact on results.  
In the DA paradigm, variability in language is sought for, and studied for its con-
sequence and function. As Potter and (Wetherell, 1987) argue, it is this feature of 
DP/DA which is its empirical mainstay. Phillips and Di Domenico sum this up: 
“(L)language and its effects are not a problem to be managed as in positivism, but 
become the core concern of social science,” (2009; p 547). 
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Thus far, the paper has described the theoretical stance of DP and its research 
method. Next is a brief review of DA in action, with an overview of the types of 
insight and knowledge that the discipline has delivered (see Wood and Kroger 
(2000) for a more extended review). Note that while the following are all exam-
ples of DA studies, they are not all strictly in the DP convention.  

Identity is a particular area of interest for the discourse analyst. In a classic 
work, (Abell and Stokoe, 2001)’s analysis of a television interview with Princess 
Diana shows how she actively constructs two separate identities, one a royal role, 
the other her private self, exploring the tensions between these, and how she uses 
her identity work to accomplish consequential actions. In another classic work, 
Locke and Edwards (2003) study former President Clinton’s testimony before the 
Grand Jury, showing how he constructs his identity as caring, sincere, rational and 
consistent, and the effects this has on his testimony. A study of courtoom identity 
demonstrates how identity management can be used to potentially influence a jury 
(Hobbs, 2003), while another shows how discourse is used to construct the catego-
ry of “older worker” and its associated meanings (Ainsworth and Hardy, 2004). 

Studies of discourse in the workplace include (Alvesson’s, 1998) work on how 
men and women construct gender in an advertising agency context. The findings 
indicate how identity work by men places stronger emphasis on workplace sexual-
ity in response to the ambiguous nature of advertising work. In a fascinating study 
of healthworkers’ actual practice vs. official policy, Marshall (1994) demonstrates 
the discrepancies between abstract and actual practice.  

Studies of text – including online discussion forums – have also yielded fruitful 
and meaningful results. Crane (forthcoming), for example, investigates how know-
ledge practitioners construct identity as expert, creating status, trust and recogni-
tion. (Crane, 2011) also investigates how the actors in a forum construct KM, 
comparing this with issues and debates in the literature. In a persuasive work, 
(Slocum-Bradley, 2010) analyses discourse in the Danish Euro Referendum, 
showing how identity construction in discourse could lead to a “yes” or “no” vote. 

This is just a tiny sample of the work that has been done.  While many of these 
cases are not situated in the organizational workplace context, their implications 
for workplace discourse and organizational life are none-the-less valid and trans-
ferable.  They show how people do the business of constructing everyday realities, 
and how these realities can often be shown to be at odds with assumed reality. 
They demonstrate how fundamentally important language is to the action of, for 
instance, constructing identity, accomplishing persuasion and engendering trust. 
These are important and influential concepts in the everyday business of the or-
ganization. The following discussion section considers some the primary implica-
tions that a DP approach might have for KM’s primary issues. 

4   Discussion: Discourse and Knowledge Matters 

To begin, it is worth drawing attention to the fact the majority of studies in the 
KM domain involve conventional research methods: quantitative surveys, struc-
tured interviews and case studies. The introduction of the DP framework 
represents quite a departure. What will the DP-DA approach bring to KM? 
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First, consider that the core aim of DA is to shine a light on how people do 
things in their talk in interaction. Conventional methods of enquiry focus on what 
people do, with an inferred and subsequent why. By gaining a greater understand-
ing of how people accomplish actions in talk, and with what consequences, the in-
fluencing and impacting circumstances can be improved (if needed), fixed (if 
found to be broken) and applied in ways and to activities not previously counte-
nanced. If it is understood how things are done, these actions and the actions 
around them can be applied in a more powerful and effective way. To simplify 
this concept, take (Marshall’s, 1994) study of the discourse of health workers. The 
findings show a discrepancy between official policy and what happens in real 
practice: while workers advocate and support the “good practice” required of poli-
cy, events in reality often prevent or limit such practice. As Marshall argues, such 
a finding would not have been possible using conventional methods: an analysis of 
workers’ discourse reveals how they construct their work and relationships with 
others, as opposed to self-reports about what they do (in an ideal world). The 
problem is revealed, and actions can be taken to address it. 

Secondly, the notion of knowledge being shared and created in social interac-
tion with others, and the primacy of language, is a relatively widely shared notion 
amongst KM theorists and workers. But, language and language practices have not 
been the focus of enquiry. What DP brings to this agenda is a theoretical frame-
work and a tool for focusing the enquiry on discourse.  It is not suggested that, in 
this sense, DP is a replacement for KM theory, but rather as an extension in a di-
rection which many have already signposted. 

Finally, in framing KM’s core questions of how is new knowledge created and 
how is knowledge shared (or how can it be shared) within the DP paradigm, one is 
immediately forced to consider the nature of knowledge. According to DP, know-
ledge can be viewed as discursive action, done in social interaction with others: it 
is, in this view, a social construction. That is not to suggest that an individual can-
not create new knowledge on their own: but in this case, individual new know-
ledge can be seen as the product of their existence in a world of sensory stimulus. 
This notion of socially constructed knowledge is consistent with some of the KM 
literature (Blackler, 1993, 1995; Quintane et al., 2011; Burford et al., 2011). It is 
impossible to avoid asking, if knowledge is action as a social construction, how 
will we know it when we see it? The position argued here is that knowledge is not 
a single, well-bounded phenomenon, but rather a collection of psychological  
phenomena, including, for example, identity construction.  If knowledge is ap-
proached as a psychological phenomenon or phenomena, then it is appropriate to 
apply the DP framework to its investigation.  It is proposed that the identification 
of these related phenomena – and they may turn out to be completely integral to 
what we eventually define as “knowledge” – will lead to a much clearer and ac-
cessible understanding of knowledge, and consequently how we do knowledge. 

Before turning to some conclusions, it is worth noting a major limitation of the 
DP-DA approach.  The nature of this type of enquiry means that subjectivity – 
both on the part of the participant and of the researcher – must be carefully  
attended to (Potter and Wetherell, 1987). The role of the researcher must be in-
cluded in the focus of the study.  While it is important to include context as a core 
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part of the enquiry’s focus, it is equally important to manage the experiences, opi-
nions, goals and so forth of the researcher. One method of addressing these issues 
is to include extracts from the data in study reports to enable the reader to make 
their own independent judgement of the researcher’s interpretation.   

5   Conclusions: Where Next? 

This paper has attempted to show how KM is an important endeavour for organi-
zations wishing to attain and maintain competitive edge and reap the benefits of 
innovation. But, the literature indicates there are ongoing, apparently irresolvable 
issues, predominantly concerned with the definition of knowledge. The paper has 
shown how KM theories can be categorised into how they treat knowledge: know-
ledge as object vs knowledge as social action, and personal knowledge vs. organi-
zational knowledge. There is a strong sense that there are too many theories, too 
many opposing definitions of knowledge, and debates that surround almost all as-
pects of both theory and practice like a besieging army. It is suggested that a fresh 
approach is needed, and that this could well take the form of DP-DA.  Important-
ly, DP is not positioned as a replacement for existing KM theories – or their re-
search methods – but rather it constitutes a method and a means for taking these 
forward along a path that many are already standing at the edge of.  Namely, for 
those who view knowledge as a social construction, with the logical inference of 
the importance of language, then is it not time to turn the lens of enquiry onto dis-
course itself as the field in which all of the actions of KM take place? The implica-
tions for organizational practice are potentially enormous, and as yet untapped. 
Anybody need a lifejacket? 
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Abstract. Ensemble pruning is an important issue in the field of ensemble learning.
Diversity is a key criterion to determine how the pruning process has been done
and measure what result has been derived. However, there is few formal definitions
of diversity yet. Hence, three important factors that should be further considered
while designing a pruning criterion is presented, and then an effective definition of
diversity is proposed. The experimental results have validated that the given pruning
criterion could single out the subset of classifiers that show better performance in
the process of hill-climbing search, compared with other definitions of diversity and
other criteria.

Keywords: Ensemble Learning, Classification, Ensemble Pruning, Diversity of
Classifiers.

1 Introduction

Ensemble learning refers to a process that learns multiple classifiers to predict the
label of an unknown instance, and then combines all the predictions to produce a
final prediction. Each classifier learned is also called a base classifier [1]. In the last
decade, ensemble learning has gained more and more concerns, due to it could sig-
nificantly enhance the generalization ability of classification models [2]. In general,
the learning process mainly consists of two steps: one is building a number of more
diverse and accurate classifiers in training process, the other is aggregating all of
the classifiers’ predictions to produce a final prediction in classification process [3].

� Corresponding author.

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 47–58.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013


