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Preface

The Second International Conference on Advances in Computing and Information
Technology (ACITY-2012) was held in Chennai, India, during July 13–15, 2012.
ACITY attracted many local and international delegates, presenting a balanced mix-
ture of intellect from the East and from the West. The goal of this conference series
is to bring together researchers and practitioners from academia and industry and share
cutting-edge development in the field. The conference will provide an excellent interna-
tional forum for sharing knowledge and results in theory, methodology and applications
of Computer Science and Information Technology. Authors are invited to contribute to
the conference by submitting articles that illustrate research results, projects, survey
work and industrial experiences describing significant advances in all areas of Com-
puter Science and Information Technology.

The ACITY-2012 Committees rigorously invited submissions for many months from
researchers, scientists, engineers, students and practitioners related to the relevant
themes and tracks of the conference. This effort guaranteed submissions from an unpar-
alleled number of internationally recognized top-level researchers. All the submissions
underwent a strenuous peer-review process which comprised expert reviewers. These
reviewers were selected from a talented pool of Technical Committee members and ex-
ternal reviewers on the basis of their expertise. The papers were then reviewed based on
their contributions, technical content, originality and clarity. The entire process, which
includes the submission, review and acceptance processes, was done electronically. The
overall acceptance rate of ACITY-2012 is less than 20%. Extended versions of selected
papers from the conference will be invited for publication in several international jour-
nals. All these efforts undertaken by the Organizing and Technical Committees led to
an exciting, rich and a high quality technical conference program, which featured high-
impact presentations for all attendees to enjoy, appreciate and expand their expertise
in the latest developments in various research areas of Computer Science and Informa-
tion Technology. In closing, ACITY-2012 brought together researchers, scientists, en-
gineers, students and practitioners to exchange and share their experiences, new ideas
and research results in all aspects of the main workshop themes and tracks, and to dis-
cuss the practical challenges encountered and the solutions adopted. We would like to
thank the General and Program Chairs, organization staff, the members of the Technical
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Program Committees and external reviewers for their excellent and tireless work. We
sincerely wish that all attendees benefited scientifically from the conference and wish
them every success in their research.

It is the humble wish of the conference organizers that the professional dialogue
among the researchers, scientists, engineers, students and educators continues beyond
the event and that the friendships and collaborations forged will linger and prosper for
many years to come.

Natarajan Meghanathan
Dhinaharan Nagamalai

Nabendu Chaki
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Abstract. Interactions among the cellular components determine the behaviour 
of the complex biological system. The major challenge of the post-genomic era 
is to understand how interactions among various molecules in a cell determine 
its form and function. Several computational techniques for modeling biological 
systems, particularly gene regulatory networks (GRNs), has been proposed in 
order to understand the complex biological interactions and behaviours. Gene 
regulatory models has been proved to be the most widely used mechanism to 
model, analyze and predict the behaviour of an organism. In this paper, we have 
reviewed the role of soft computing techniques, such as fuzzy logic, artificial 
neural networks, evolutionary algorithms and their hybridization, for modeling 
GRNs. In addition, recent developments in this area are introduced and various 
challenges and opportunities for future research are discussed. 

1   Introduction 

Networks play an important role in biological investigations and used to represent 
processes in biological systems. It captures the interactions and dependencies between 
molecular biological entities such as genes, transcripts, proteins and metabolites [22]. 
Systems biology is rapidly growing research area which aims at the system level 
understanding of biological systems [1]. Systems biology is one of the large 
application areas for network-centred analysis and visualization of biological entities. 
With the availability of complete genome sequences and high-throughput post-
genomics experimental data, last decade have witnessed a viable interest in the study 
of networks of macromolecular interactions such as gene regulatory networks, 
metabolic networks, protein-protein interaction networks, or signal transduction 
networks. Today computational modeling of biological systems has become rather 
essential in order to understand the complex biological interactions and behaviour. 
Many theoretical models have been proposed to model, analyze and infer complex 
regulatory interactions and provide hypothesis for experimental verification. 

A genetic regulatory network (GRN) is a network depicting interactions between 
genes and model causal relationship between gene activities. A GRN denotes the 
assembly of regulatory effects and gene interactions in a biological system. The GRN 
helps us understand the intricate interactions of multiple genes under various stimuli 
or environmental conditions [3]. Modeling GRNs enables us to decipher the gene 
interaction mechanism for a particular stimulation and further we can utilize this 



2 K. Raza and R. Parveen 

information to predict adverse effects of new drugs or to determine a new drug target 
[20]. Due to improved understanding of gene regulation processes modeling efforts 
are increasingly being used for generating the hypotheses that are then tested with 
experimental data. Generally, the process of GRNs modeling consists of a few main 
steps: (i) selection of an appropriate model (ii) inferring parameters from data (iii) 
validating the model and (iv) conducting simulation of GRNs, to predict its behaviour 
under various conditions [48]. Hence, there is a need for efficient computational tools 
for the qualitative modeling of GRNs so as to understand the experimental data in the 
context of the dynamical behavior of a cell and generates hypotheses with the 
assistance of computational tools [4, 5].  

Some review papers on GRNs modeling exists in the literature [1, 2, 18, 19, 21, 
48], but we have approached in a different way. We have done survey of soft 
computing based techniques for modeling GRNs. In addition, recent developments 
and future challenges in the area are discussed. 

2   Basic Modeling Techniques 

There are several techniques for modeling GRNs including Directed graph, Petri nets 
[16, 17], Boolean networks [6–8, 17], generalized Bayesian networks [9, 10], linear 
and non-linear ordinary differential equations (ODEs) [11–15], machine learning 
approach, etc. Directed graph is a straightforward and most simple way to model a 
GRN, where vertices represent genes and edges interactions among the genes. A 
directed edge is defined as a tuple (i, j, s), where i denotes the head, j the tail of the 
edge and s is equal to either + or – indicating whether i is activated or inhibited by j. 
The graphical representations of GRNs permit a number of operations that can be 
carried out to make prediction about biological processes [1]. Petri nets are an 
extension of graph models that represents a well-established technique for modeling 
regulatory systems. Petri net is a non-deterministic method which has successfully 
been applied for simulating GRN, allowing simple quantitative representation of 
dynamic processes. The limitation of Petri nets model is that it does not support 
hierarchical structuring, which makes them difficult to be use for large-scale 
networks. Boolean networks are deterministic method based on logical functions. The 
Boolean method assumes the expression level of each gene is either expressed (ON) 
of not expressed (OFF). In the network, each node's logical function is determined by 
finding the minimum set of nodes whose expression level can explain the observed 
changes in the state of a given node. The advantages of Boolean methods are its 
simplicity and finite state space. Boolean methods are also more computationally 
tractable. The algorithm, REVEAL (reverse engineering algorithm) [17] was first step 
towards modeling large-scale network using Boolean network. However, these 
models ignore the effect of genes at intermediate levels and impractically assume that 
transitions between states are synchronous.  

Bayesian networks (BNs) uses a graphical representations of multivariate joint 
probability distribution, having two parts, a directed acyclic graph and a set of local 
joint probability distributions. These models can deal with the stochastic aspects of 
gene regulation and able to handle noisy and incomplete data which is prevalent in 
microarray technology. However, these models can not deal with dynamic aspects of 
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gene regulation. Dynamic Bayesian networks have been formulated to overcome the 
problem of dynamicity. Ordinary differential equations (ODEs) formalism have been 
mostly used method for modeling dynamic biochemical networks, particularly, 
GRNs. The ODEs approach is able to capture detailed information about the 
network’s dynamics but it needs high-quality data on kinetic parameters and hence it 
is currently appropriate for a few systems only. A detailed discussion about various 
differential equation-based approaches can be found in [1] and [19]. 

3   Soft Computing Techniques 

Prof. L. A. Zadeh coined the term "soft computing" (SC) in 1992 which is an evolving 
collection of methodologies, that aims to exploit tolerance for imprecision, 
uncertainty, and partial truth to achieve robustness, tractability, and low cost. Fuzzy 
logic (FL), neural networks (NN), and evolutionary computation (EC) are the core 
methodologies of SC. Each of these methodologies has their own strength, for 
example, FL is capable of representing knowledge via fuzzy rules, ANNs can be used 
for learning and adaptation and EAs for the optimization. However, FL, NN, and EC 
should not be viewed as rival of each other rather synergistic and complementary 
instead. Soft computing is causing a breakthrough in engineering and science fields 
since it can solve problems that have not been able to be solved by traditional hard-
computing methods [25]. In Zadeh’s own words, “Soft computing is an emerging 
approach to computing which parallel the remarkable ability of the human mind to 
reason and learn in an environment of uncertainty and imprecision” [23].  

4   Role of Soft Computing in GRN Modeling 

Soft computing is gradually opening up several opportunities in bioinformatics, 
especially by generating low-cost, low-precision (approximate) and good solutions. It 
provides us efficient solutions to the various challenging problems from 
bioinformatics such as protein structure prediction, microarray data analysis, gene 
sequence analysis, modeling genetic and biochemical networks [24]. Soft computing 
techniques, particularly, FL, ANNs, EAs and their hybridization have been 
successfully used for modeling GRNs. 

Fuzzy Logic 

The biological systems behave in a fuzzy manner. FL provides a mathematical 
framework for modeling and describing biological systems. Literature reports that FL 
has been successfully used for modeling GRNs due to its capability to represent non-
linear systems, its friendly language to incorporate and edit domain knowledge in the 
form of fuzzy rules. Woolf and Wang [28] proposed a novel algorithm for analysing 
gene expression data using FL. The model was designed to find triplets (activators, 
repressors, targets) in yeast gene expression data set. The model was implemented 
using C-language and executed on an 8-processor SGI Origin 2000 system, which 
took ~200 hours to analyse the relationships between 1,898 genes. Later, Ressom, et. 
al. [39] has extended and improved the work of Woolf and Wang [28] in terms of 
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reducing computation time and generalizing the gene regulatory model to 
accommodate co-activator and co-repressors. Reduction in computation time is 
achieved by using clustering as a pre-processing step. The improved algorithm 
achieves a reduction of 50% computation time. Later on R. Ram, et.al. [33] has also 
improved the fuzzy logic model developed by Woolf and Wang [28] to predict 
changes in expression values and infer causal relationship between genes. They have 
improved the searching activator/repressor regulatory relationship between gene 
triplets in the microarray data. A pre-processing technique for the fuzzy model has 
also been proposed to remove redundant computations due to presence of similar 
expression profiles in the microarray data. The pre-processing technique groups the 
genes based on similarity in their expression profile variations and yeast expression 
data has been used to test the model but the limitation is that interactions extracted 
from the microarray data are not necessarily causative but are likely to be associated 
in a similar biological pathway.  

Pan Du, et.al. [32] has applied fuzzy weights for modeling the interactions between 
genes in a GRN. The interaction in the network is modelled as fuzzy function that 
depends on the detail known about the network. The analysis and creation of GRNs 
involves first clustering of data using multi-scale fuzzy k-means clustering and then 
searching for weighted time correlation between the cluster centre time profiles. The 
link validity and strength is then evaluated using fuzzy metric based on evidence 
strength and co-occurrence of similar gene function within a cluster. Experimental 
results on the carbohydrate metabolism of the model plant Arabidopsis thaliana have 
been illustrated. GO database has been used to evaluate gene regulatory relationships 
from a biological viewpoint. 

Y. Sun, et.al. [3] has applied dynamic fuzzy modeling approach by incorporating 
structural knowledge to model GRNs. This technique infers information on gene 
interactions in the form of fuzzy rules and considers the dynamic aspects of gene 
regulation. It is able to reveal more biological relationships among genes and their 
products.  It has used two sets of data to validate the models, synthetic data from a 
numerical example and real SOS DNA repair network data with structural knowledge. 
The distinguishing feature of this model is that (a) prior structural knowledge on GRN 
can be incorporated for the purpose of faster convergence of the identification process 
and (b) non-linear dynamic property of the GRN can be well captured for the better 
prediction. 

Artificial Neural Networks 

An artificial neural network (ANN) is a computational model that is inspired by the 
structural and functional aspects of biological nervous systems. The capabilities of 
ANNs to learn from the data, approximate any multivariate nonlinear function and its 
robustness to noisy data make ANN a suitable candidate for modeling gene regulatory 
interactions from gene expression data. Several types of ANNs have been 
successfully applied for modeling gene regulatory interactions including perceptrons 
[40–42], self-organizing maps (SOM) [43, 44] and recurrent neural networks (RNNs) 
[30, 37]. 

Ed. Keedwell, et.al. [43] has successfully applied ANN in the purest sense for the 
reconstruction of GRNs from microarray data. The design of the neural network was 
quite simple when dealing with Boolean networks and standard feed-forward 
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backpropagation method has been applied. The modelled ANN was tested under 
various conditions and found that resulting networks were able to encode complex 
relationship between genes. Vohradsky [27] has also proposed an ANN based model 
assuming that the regulation effect on the gene expression of a particular gene can be 
expressed as a neural network. Each node in the network represents a particular gene 
and the wiring between the nodes represents regulatory interactions.  Here each layer 
of the network represents the level of gene expression at time t and output of a node at 
time t+Δt can be derived from the expression levels. The regulatory effect is 
transformed using a sigmoidal transfer function to the interval (0, 1). The main 
advantage of this model is that it is continuous, uses a transfer function to transform 
the inputs to a shape close to those observed in natural processes and does not use 
artificial elements. The drawback is that it consists of large number of parameters that 
must be computed from experimental data. 

Stochastic neural network model in the framework of a coarse-grained approach 
was proposed by Tiam and Burrage [30] for better description of the GRNs. The 
model is able to represent both intermediate regulation as well as chance events in 
gene expression. Poisson random variables are applied to represent chance events. X. 
Hu et.al. [45] has proposed a general recurrent neural network (RNN) model for the 
reverse-engineering of GRNs and to learn their parameters. RNN has been deployed 
due to its capability to deal with complex temporal behaviour of genetic networks. 
The model was tested on SOS DNA Repair network of the e.coli. The model was able 
to discover complex regulatory relationships among genes in the SOS network. 

Evolutionary Algorithms 

Evolutionary algorithms (EAs) are basically optimization algorithm based on 
Darwin’s theory of evolution. It is basically a search algorithm that is modeled on the 
mechanics of natural selection and survival for the fittest. It combines survival of the 
fittest among individuals with a structured yet randomized information exchange to 
form a search algorithm. In EAs optimization techniques searching from a population 
are done from a single point and for each iteration a competitive selection is done. 
The solutions with high “fitness” are recombined with other solutions. The solutions 
are then “mutated” by making a small change to a single element of the solution. The 
main purpose of recombination and mutation is to generate new solutions but it is 
biased towards regions of the space for which good solutions have already been 
identified. Generally, three evolutionary techniques are distinguished: genetic 
programming (GP), genetic algorithms (GA) and evolutionary programming (EP). 
The GP focuses on programs evolution, GA on optimizing general combinatorial 
problems and EP focuses on optimizing continuous functions without recombination. 
EAs belong to probabilistic algorithms and they differ from random algorithms in that 
they combine elements of directed and stochastic search. Due to this reason EAs are 
more robust than directed search methods. Another merit of EAs is that they maintain 
a population of potential solutions while other search techniques process a single 
point of the search space. The limitation of GP and GA-based modeling techniques 
are that they do not take care of the noise effect which is prevalent in microarray data. 

Various constituents of EAs have been successfully applied for modeling GRNs. A 
combination of GP and Least Mean Square (LMS) method, called LMS-GP, has been 
applied by Ando et.al. [46] to identify a concise form of regulation between genes 
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from time series data.  LMS is applied to determine the coefficients of the GPs, which 
decreases the Mean Squared Error (MSE) between the observed and model time 
series without complicating the GPs. This model has been tested on artificial as well 
as real-world data. The proposed LMS-GP model has average MSE of 4.21 × 10-3 
over 10 runs, while standard GP averaged MSE is 6.704 × 10-3 over 10 runs. Wang 
et.al. [47] has proposed a joint GP and Kalman filtering (KF) approach to infer GRNs 
from time series data.  Here nonlinear differential equation model is adopted and an 
iterative algorithm has been proposed to identify the model, where GP is employed to 
identify the structure of the model and KF is deployed to estimate the parameters in 
each iteration. The proposed model has been tested using synthetic as well as time-
series gene-expression data of yeast protein synthesis. Due to noise in microarray 
data, the KF may not be appropriate for estimating parameters.  

Noman and Iba [50] have applied decoupled S-system formalism for the inference 
of effective kinetic parameters from time series data and employed Trigonometric 
Differential Evolution (TDE) as the optimization engine for capturing the dynamics of 
gene expression data. The fitness function used here is a modified version of Kimaru 
et.al. [51] for reducing the number of false positive predictions. The spare network 
structure has been identified with the help of hill-climbing local search (HCLS) 
method within the framework of proposed EA. Experiments on well studied small 
scale artificial network in noise-free as well as noisy environment is done. The 
proposed model successfully identifies the network structure and its parameter values. 
Real-life data has also been used for reconstructing the SOS DNA repair network of 
e.coli. The proposed model correctly identified the regulations of gene lexA and some 
other known regulations. Chowdhury and Chetty [52] extended the work of Noman 
et.al. [50]. In this model, GA is applied for scoring the networks’ several useful 
features for accurate inference of network, such as a Prediction Initialization (PI) 
algorithm to initialize the individuals, a Flip Operation (FO) for matching the values, 
and a restricted execution of HCLS over few individuals. A refinement algorithm for 
optimizing sensitivity and specificity of inferred networks was also proposed. 

Hybridized Techniques 

Each of the soft computing (SC) constituents has their own advantages. The learning 
and adaptation capability of ANN, knowledge representation via fuzzy rules  
through FLs and optimization capability of GAs when joined together, one can  
exploit the advantages of each in the hybridized model. The most common  
form of hybridizations are ANN+FL=Neuro-Fuzzy, ANN+GA=Neuro-Genetic and 
ANN+FL+GA=Neuro-Fuzzy-Genetic. Many hybridized forms of SC techniques has 
been reported in the literature for modeling GRNs [12, 26, 29, 31, 34-38, 54]. Table 1 
summarizes the various types of hybridization used for modeling GRNs. 

Neuro-fuzzy is one of the earliest and most widely used forms of hybridization. Liu 
et.al. [26] has proposed a neuro-fuzzy network models with biological knowledge to 
infer strong regulatory relationships and interrelated fuzzy rules. This model infers 
fuzzy rules automatically which describes the regulatory conditions in GRNs and 
explain the meaning of nodes and weight value in the neural network. Vineetha et.al. 
[35] presented a multilayered dynamic neuro-fuzzy network (DNFN) to extract gene 
regulatory relationship and reconstruct GRN for circulating plasma RNA data from 
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colon cancer patients. This hybridized model combines the features of connectionist and 
FL to encode the knowledge learned in the form of fuzzy rules and processes data by 
applying the principles of fuzzy reasoning. A neuro-fuzzy inference system (NFIS) was 
applied by Jung & Cho [37] for reconstruction of GRNs. Here gene expression profile is 
first transformed into a mapping form then the transformed data are mapped into the 
NFIS and resulting fuzzy rules are applied to infer the relationship. The mapping of 
gene expression profile to fuzzy rules provides NFIS noise filtering capability for noisy 
and uncertain gene expression profile. Datta et.al. [34] tried to model GRN by a 
combination of RNN and fuzzy membership distribution of weights. A cost function 
had been applied to match the neurons response with the gene expression data and a 
differential evolution algorithm applied to minimize the cost function. The model has 
been used to infer the GRN of SOS DNA repair network of e. coli.  

Table 1. Hybridized techniques for Modeling GRNs 

Modeling techniques Results obtained References 

RNN + PSO + ACO Reconstructed genetic interaction 
network of yeast as well as SOS 
response system of e. coli 

K. Kentzoglanakis, 2012 [36] 

Neuro-fuzzy Reconstruction of partial GRN of 
yeast 

Liu et.al., 2011 [26] 

Neuro-fuzzy  Extract regulatory relationships & 
construct GRN 

Vineetha et.al., 2010 [35] 

RNN+Fuzzy Extracted GRN from yeast Maraziotis, et.al., 2010 [12] 

RNN+Clustering+PSO Inferred GRN  Zhang, et.al., 2009 [29] 

RNN+Fuzzy Determine regulatory interaction 
between genes 

Datta et.al., 2009 [34] 

RNN + GA Extracted GRN modules Chiang & Chao, 2007 [31] 

Neuro-fuzzy Reconstructed GRN from microarray 
data 

Jung & Cho, 2007 [37] 

RNN + PSO Extracted GRN from gene expression 
profiles. 

Xu Rui et.al. 2007 [38] 

 
Maraziotis et.al. [12] proposed a multilayer evolutionary trained neuro-fuzzy 

recurrent network (ENFRN) that select potential regulators of  target genes and their 
regulation type. The recurrent, self-organizing structure and evolutionary training of 
the network give rise to an optimized collection of gene regulatory relations and its 
fuzzy nature eliminates noise-related issues. The ENFRN was tested on several 
benchmark datasets of yeast and it successfully retrieve biologically valid regulatory 
relationships and provide better insights for understanding the dynamics of GRNs. 
Chiang & Chao [31] has introduced a GA-RNN hybrid approach for finding feed-
forward regulated genes. This GA-RNN hybrid method constructs various kinds of 
regulatory modules. RNN controls the feed-forward and feed-backward loop in 
regulatory module and GA provide ability of global searching of common regulated 
genes. This method extricates new feed-forward connections in gene regulatory 
models by modified multi-layer RNN architectures.  
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Zhang et.al. [29] proposed a hybridized form of PSO (particle swarm optimization) 
and RNN, called PSO-RNN. The PSO is a computational method that tries to 
optimize a problem by iteratively improving a candidate solution with regard to a 
given measure of quality. In this method, they have tried to integrate gene expression 
data and gene functional category information for the inference of GRNs. The 
inference was based on module network model which consists of two parts. The first 
is module selection part which determines the optimal modules using fuzzy c-means 
(FCM) clustering technique and incorporate functional category information. The 
second is network inference part, which uses PSO-RNN, to infer the underlying 
network between modules. The model was tested on real data from development of 
rat central nervous system (CNS) and the yeast cell cycle process. Another RNN-PSO 
(particle swarm optimization) based approach was proposed by X. Rui et.al. [38]. In 
this approach [38], gene interaction is demonstrated through a connection weight 
matrix and PSO-based searching algorithm is presented to uncover genetic network 
constructions that best fit with the time series data and analyse possible genetic 
interactions. PSO is used to train the network and find out the network parameters. 
For the real data set, this framework provides a meaningful insight into gene 
interactions in the network. K. Kentzoglanakis [36] has hybridized PSO, ant colony 
optimization (ACO) and ANN for modeling dynamic behaviour of gene regulatory 
systems. The ACO is a probabilistic technique for solving computational problems 
which can be reduced to finding good paths through graphs. ACO has been used for 
searching the discrete space of network architecture, PSO for searching the 
corresponding continuous space of RNN model parameters. This framework has been 
tested for the reconstruction of small artificial network as well as real-world data set 
of SOS response system of the e.coli. 

5   Conclusions and Discussions 

The gene regulatory networks (GRNs) demonstrate the interactions between genes. 
Understanding GRNs is essential because (i) it provides a large-scale, coarse-grained 
view of an organism at the mRNA level (ii) gives valuable indications for the 
therapeutics of complex diseases (iii) explains how different phenotypes emanate and 
which groups of genes are responsible for them and (iv) helps in understanding 
evolution by comparing genetic networks of various genomes. When comparing 
various methods for modeling GRNs, Boolean networks methods are useful to capture 
simplified interactions but these methods suffers from the loss of information due to 
discretisation. Also, it impractically assumes that transitions between activation states 
of the genes are synchronous. However, despite such limitations, these methods can 
be applied where accuracy is not the main concern.  On the other hand, Bayesian 
networks methods are capable to deal with the stochastic aspects of gene expression 
and can handle noisy and incomplete data. However, it cannot deal with the dynamic 
aspects of gene regulations. Dynamic Bayesian networks were devised to solve 
dynamicity problem. To overcome information loss due to discretisation, ODE-based 
approach can be applied. These approaches provide detailed information about the 
network’s dynamics but it requires huge amount of high-quality experimental data. 
The results of these methods are highly affected by noisy data. 

When above methods are compared with soft computing (SC) based approach, SC-
based approach are more robust and tolerant to noisy and incomplete data. The 
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learning and adaptation capability of ANNs, knowledge representation through FLs 
and optimization capability of GAs when joined together, one can exploit the 
advantages of each of them. Also, different types of hybridization let us incorporate 
the generic and application-specific properties of these soft computing constituents. 
However, these SC-based methods require huge computation. The overall picture is 
that there is no any super model exists covering all aspects of cellular dynamics. We 
have observed that most of the techniques applied are hybridized forms of various SC 
techniques and clustering. Clustering is important because it allows preprocess of data 
and reduce data dimensionally so that computation time can be reduced. 

We can improve our understanding of genetic interactions by (i) incorporating 
prior biological knowledge into the model (ii) integrating multiple biological data 
sources and (iii) decomposing the problem into smaller modules [29]. Modeling 
techniques can also be improved by (a) preprocessing gene expression data to reduce 
noises (b) incorporating clustering techniques to identify biologically meaningful 
modules which reduces the dimensionality of the data (c) applying soft computing 
method to capture nonlinear and dynamic relationships between genes. 

Most of the proposed methods have various advantages and disadvantages; thus, we 
perceive a greater need for improving our understanding about the fundamental idea 
for each method and must consider available input data and constraints in choosing an 
appropriate modeling technique. Current research focuses on the modeling of GRNs 
from synthetic data, or on the simulation of small-scale regulatory networks with 
several genes or gene clusters. The modeling of large-scale genetic networks is yet to 
be done. Large number of genes, magnitude of the regulatory effect between the genes 
and speed of their regulatory response should also be incorporated in the model. 
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Abstract. Identification of hub proteins solely from amino acids in proteome 
remains an open problem in computational biology that has been getting in-
creasing deliberations with extensive growth in sequence information. In this 
context, we have chosen to investigate whether hub proteins can be predicted 
from amino acid sequence information alone.  Here, we propose a novel hub 
identifying algorithm which relies on the use of conformational, physiochemi-
cal and pattern characteristics of amino acid sequences. In order to extract the 
most potential features, two feature selection techniques, CFS (Correlation-
based Feature Selection) and ReliefF algorithms were used, which are widely 
used in data preprocessing for machine learning problems.  The performance of 
two types of neural network classifiers such as RBF network and multilayer 
perceptron were evaluated with these filtering approaches. Our proposed model 
led to successful prediction of hub proteins from amino acid sequences alone 
with 92.98% and 92.61% accuracy for multilayer perceptron and RBF Network 
respectively with CFS algorithm and 94.69% and 90.89% accuracy for multi-
layer perceptron and RBF Network respectively using ReliefF algorithm.  

Keywords: Protein hubness, Protein protein interaction networks, Protein pro-
tein interaction, feature selection methods, machine learning. 

1   Introduction  

With the rapid advancement of amino acid sequencing technologies and databases the 
amount of proteomic data has been increasing almost exponentially. The most impor-
tant biologically functional parts of amino acid sequence of any organism are its pro-
teins. Proteins are the work horse molecules of the cellular machinery, which mediate 
a broad range of cellular functions. Proteins usually function through their interac-
tions with other proteins. Such a group of proteins with their interactions form a pro-
tein-protein interaction network (PPIN) [1]. In a PPIN, a protein is denoted by a node 
and a connecting edge represents a protein-protein interaction. The degree of a protein 
represents the total number of interactions that protein has. Highly interactive proteins 
are called ‘hubs’ and they literally 'hold the protein interaction networks together' [2]. 
Hub proteins are known to have high density of binding sites [3], which enable them 
to have multiple interactions. Most of the protein-protein interaction networks consist 
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of small number of hub proteins while the sparsely connected proteins are rich in 
number [4]. 

Analysis of hub proteins assumes vital importance, since they are highly interactive 
and the possibility of their involvements in multiple pathways are higher [3]. When a 
hub node is deleted, it is more lethal to the organism than the deletion of those nodes 
which are sparsely in a protein-protein interaction network [2]. Hub characterization 
is highly crucial for better realization of cellular functions as well as discovering nov-
el drug targets and predicting the side effects in drug discovery by understanding the 
pathways, topologies and dynamics of them. Most of the well-known and widely ex-
amined proteins including p53 are concerned in diseases, are hubs and studying these 
hub proteins can provide useful information for predicting the possible side effects in 
drug discovery [1,4,5]. 

A Large number of computational algorithms have been proposed to predict hub 
proteins in protein-protein interaction networks using various data such as gene ontol-
ogy [6], gene proximity [7, 8], gene fusion events [9, 10] and gene co-expression data 
[11-12]. But most of such computational predictions have been focused on the identi-
fication of binary protein-protein interactions with varying degrees of accuracies [1]. 
One of the major limiting factors for using the above mentioned data is the lack of 
availability of them for the entire protein interaction data of an organism. Application 
of existing methods which use structural information is also severely limited as PDB 
structures are not available for many of the proteins [1]. 

In order to surmount the limitations of availability of structural and ontology data 
which are slow in emergence, in this study we have developed a statistics-based ap-
proach to discriminate hub and non hub proteins from amino acid sequence informa-
tion alone using soft computational algorithms. 

2   Materials and Methods 

2.1   Dataset 

For this study, we selected H.Sapiens as the model organism, which is well annotated 
and have modest protein interaction information. The protein interaction data was ex-
tracted from IntAct [13] database. These data were then curated to obtain the non-
redundant dataset which included 10,578 Protein- protein interactions. Corresponding 
amino acid sequences of varying lengths were compiled from Uniprot [14]. Total 
number of protein interactions was 53120 with an average degree of interaction 9.534.  

2.2   Identification of the Degree for Hubs 

The degree of connectivity of proteins in our PPI dataset ranged from 1 to 450. For 
classifying a protein as hub, we had to determine a degree threshold. Based on the li-
terature survey, the degree thresholds or connectivity cut-off of hub proteins are spe-
cies specific [5]. So far, there is no concordance on the exact connectivity threshold 
values for these proteins [5]. In some of the previous studies, these thresholds were 
taken based on fold change and the accumulative protein interaction distribution plots 
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in some of the previous studies [5, 3] and we have adopted the fold change approach 
[1]. The degree fold change was determined as the ratio of the connectivity value and 
average connectivity. A node with fold change greater than or equal to 2 (cutoff, P-
value < 0.001, using distribution of standard normalized fold change values in 
H.Sapiens) was the criterion applied for considering a protein as hub [1]. To ensure 
rigorous screening of non-hubs, we considered only those proteins which have degree 
in a range between 1 and 5 for non-hub test and train set. The final number of highly 
connected protein was 550 and sparsely connected protein was 2010.  

2.3   Feature Transformation 

The quantitative characteristics of amino acid sequences that we took into our consid-
eration included 28 Amino acid pattern-features, 3 conformational lineaments and 14 
physiochemical properties.  

Amino acid pattern- features  

This include, amino acid composition (20 features), atomic composition (5 features), 
the ratio of strong and weak hydrobhobic residues of an amino acid sequence using 
Chaos Game Representation approach [15](1 feature) and Spectral areas obtained 
through Fast Fourier transformation for both hydrophobicity and frequency distribu-
tion of 6 phosphorylation- prone amino acids (2 features). 

Amino acid composition of a protein sequence is comprised of the frequencies of 
each residue or amino acid. Hence, we got 20 features for all 20 residues for each 
amino acid sequence.  For Atomic composition we extracted 5 features, which were 
computed by measuring the frequencies of five different atoms, Carbon, Nitrogen, 
Hydrogen, Sulfur, Oxygen, which constitute an amino acid.  For each amino acid se-
quence, the ratios of strong and weak hydrobhobic residues were obtained using 
Chaos Game Representation (CGR) approach, which is one of the graphical represen-
tation methods for biological sequences [15]. We divided the 20 amino acids into 4 
groups as, least hydrophobic (Arginine, Lysine, Asparagine, Glutamine, Glutamic Ac-
id, Histidine, Aspartic Acid), weak hydrophobic (Proline, Tyrisine, Tryptophan, 
Threonine, Glycine, Serine), medium hydrophobic (Cysteine, Alanine, Phenylalanine, 
Methionine) and strong hydrophobic (Isoleucine, Leucine, Valine) based on the hy-
drophobicity values and represent each group at each corner of the CGR Plot. After 
getting the CGR graph, it is divided by a hyper plane and hence the total amino acid 
distribution is divided into two groups- Least Hydrophobic and strong Hydrophobic. 
Linear sum of each group is calculated and the ratio is taken.  Fig. 1 illustrates the 
Hydrophobicity- ratio computation using CGR plots. CGR points can be generated by 
an iterated function system defined by the following equations,  

Xi   = 0.5 (Xi-1+gix) 

Yi    = 0.5 (Yi-1+giy) 

Where, gix and giy correspond to the X and Y co-ordinates of the amino acid at posi-
tion i in the sequence. 
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Fig. 1. Hyrophobicity- ratio plot using CGR for any amino acid sequence 

Another feature, the spectral areas obtained through Fast Fourier transformation 
(FFT), were also taken to consideration. FFT was applied for both hydrophobicity and 
frequency distribution of phosphorylation- prone amino acids, Hystidine, Lysine, Ar-
ginine, Serine, Threonine and Tryptophan. The spectra shows remarkable discrimina-
tive patterns (Fig. 2). 

 

 
 
 
 

Fig. 2. Graphical representations of Hydrophobicity spectral-distribution for a sample hub and 
non-hub protein sequence 

Amino acid Conformational features 

The conformational parameters were obtained from the secondary structure informa-
tion of the amino acid sequences. This includes the percentage of Alpha helices, Beeta 
sheets and Coils which makes the secondary structure of a protein from its amino acid 
sequences.  
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Amino acid Physiochemical features 

We took a total of 14 physiochemical properties of amino acids from the amino acid 
index database AAIndex [16]. According to literature review, most of these features 
show strong correlation with protein- protein interactions. The chosen physiochemical 
properties are listed in table1.  

Table. 1. Amino acid Physiochemical features compiled from AA index [16] 

Sl.No. Amino acid Properties 
1 Free energy of transfer to surface 
2 Hydrophobicity index 
3 Refractivity 
4 Molecular Weight 
5 Electron_ion interaction potential 
6 Reduced distance 
7 Recognition factor 
8 Bulkiness 
9 Transmembrane Index 
10 Flexibility 
11 Polarity 
12 isoelectric point 
13 Absolute entropy 
14 Residue Volume 

2.4   Feature Pruning 

Generally, the performance of any classifier depends on the reliability of the features 
taken, the size of the training set and the complexity of the classifier [17]. Applying 
large number of features will increase the computation time which in turn affect the  
efficiency of classification algorithms [18] over-fitting the training data set [19]. Faster 
classification models and smallest subset of important and prominent features should 
be retained, in order to attain maximal classification performance. Feature selection is 
one of the significant techniques in data preprocessing for machine learning and data 
mining problems, which trashes out irrelevant, noisy and redundant features and speeds 
up the data mining algorithm and improves prediction accuracy [17, 20]. For this we 
adopted two well-known feature selection techniques such as CFS (correlation-based 
feature selection) [21] and ReliefF feature selection algorithm [22] to prune out the 
prominent discriminatory set of features. We briefly describe these feature selection 
algorithms below. In this study 45 features generated from the transformation step ex-
plained above and after feature selection a total of 16 features remained. 

Feature Selection algorithm: Relief Feature Selection (ReliefF) 

This well-known feature selection technique is an extension of Relief algorithm de-
veloped to use in classification problems [17, 23]. Based on the strong correlation be-
tween the features it evaluates the relevance of these features. An instance i is selected 
randomly from the dataset and the weight for each feature is rationalized based on the 
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distance of ‘d’ to its NearHit (nearest neighbors from the same class) and NearMiss 
(nearest neighbors from each of the different classes) at each step of an iterative 
process.[17].  This process is iterated‘t’ times, where t is a predefined parameter and 
is equal to the number of samples in dataset. Finally the best subset includes those 
features with relevance above a chosen cut-off. 

Feature trimming algorithm: Correlation-Based Feature Selection (CFS) 

This is a powerful technique in filtering uncorrelated and duplicate features. It eva-
luates the importance of subsets of features by using a best first-search heuristic ap-
proach. [17] This heuristic algorithm considers the importance of individual features 
for predicting the class along with the level of correlation among them. The basic log-
ic in CFS is that good feature subsets include those features that are highly correlated 
with the target class and uncorrelated with each other.  

2.5   Construction of Neural Network Classifiers 

Artificial neural network is one of the supervised learning algorithms used commonly 
to solve classification problems. In this study, we used two types of neural networks 
configurations, multilayer perceptron trained by the back propagation algorithm and 
RBF network. For the implementation we used, weka suite, a machine learning work-
bench developed in java programming language [24]. Since the Back-propagation 
networks has less memory requirements, it is one of the most common and widely 
used algorithms for training supervised neural networks [25], [26], [27]. RBF net-
works are supervised neural networks which are popular substitute to multilayer  
perceptions which employ reasonably lesser number of locally tuned units and are 
adaptive in nature. They are widely used for classification and pattern recognition 
problems. In this study, the training set consisting of 550 hubs and 2010 non-hubs 
elements was given to the each network in the 10-fold cross-validation scheme. The 
accuracy of classification using each network was measured. For the comparison of 
the networks, the time taken by each network to build the model was also noted. 

3   Results 

3.1   Performance Evaluation 

The performance of our proposed classification models were estimated using standard 10-
fold cross-validation in which the whole dataset is randomly partitioned into ten evenly-
sized subsets. During each test, a neural network is trained on nine subsets and then tested 
on the tenth one. This method is repeated ten times so that each subset is used for both 
training and testing on each fold. Several measures were used to evaluate the performance 
of the neural networks (True positive (TP), True negative (TN), False positive(FP),  and 
False negative (FN), respectively).These measures include, Specificity=TN/ 
(TN+FP)*100, Sensitivity=TP/ (TP+FN)*100, Precision=TP/ (TP+FP)*100, Matthews 
correlation coefficient (MCC) = (((TP*TN)-(FP*FN)))/ (√(TP+FP)*(TP+FN)* 
(TN+FP)*(TN+FN)) and Accuracy= TP+TN/ (TP+TN+FP+TN). Table 2 summarizes the 
performance of different classifiers. 
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Table 2. Performance of different Hub prediction algorithms  

Classification 
method 

Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

Precision 
(%) 

MCC 

Multilayer per-
ceptron + CFS 

92.81 93.17 92.98 96.12 0.93 

RBF Network + 
CFS 

91.73 93.48 92.61 98.32 0.87 

Multilayer per-
ceptron + Relief-f 

92.06 95.31 94.69 98.12 0.91 

RBFNetwork + 
Relief-f 

92.62 89.18 90.89 97.56 0.89 

 
Multilayer Perceptron in combination with relief-f algorithm produced highest 

classification result. Time taken to build the models were 76.42 seconds for multilay-
er perceptron and 4.21 seconds for RBF network in case of CFS and 78.26 seconds 
for multilayer perceptron and 5.22 seconds for RBF network in case of relief feature 
selection algorithm in the same work station. To evaluate the classification model, 
Self-consistency test and independent test were also done. The results are shown in 
Table 3. Self-consistency test checks the consistency of the developed model. A clas-
sification method can be considered as a good one, if the self-consistency of that me-
thod is good. In self-consistency test, observations of training datasets are predicted 
with decision rules acquired from the same dataset. The accuracy of self-consistency 
determines the fitting ability of the rules obtained from the features of training sets. 
Since the prediction system parameters obtained by the self-consistency test are from 
the training dataset itself, the success rate is high. However poor result of self- consis-
tency test shows the inefficiency of classification method. In independent dataset the 
training set was composed two equal halves of hub and non-hub proteins. The remain-
ing sequences were used as the testing set. 

Table 3. Accuracy of each classifier for self-consistency and independent data test 

Classification Method Self-consistency 
(%) 

Independent 
Test (%) 

Multilayer perceptron  + CFS 95.45 89.47 
RBF Network + CFS 94.71 91.83 
Multilayer perceptron + Relief-f 98.66 95.67 
RBF Network + Relief-f 96.61 88.19 
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Fig. 3. Average Accuracy, Specificity and Sensitivity for various classification methods 

4   Discussion 

In this study, a novel hub prediction algorithm which relies only on the use amino ac-
id sequence information was proposed. Analyzing structural and functional phenome-
na from sequence information is not a novel approach. It has been widely used with 
the advent of bioinformatics approaches in genomics and proteomics studies. There 
have been many computational Biology works which applies this approach to various 
problems including gene finding [28], protein subcellular localization [29] and protein 
allostery prediction [30].  

Our results show that the extracted amino acid features have strong correlation in 
classifying hub from non- hub proteins. With Correlation based feature selection and 
the Relief-F algorithm followed by two classification algorithms, multilayer percep-
tron and RBF Networks, we could effectively trace out useful amino acid features 
which are significant in the hub protein identification. The biological importance of 
the chosen amino acid properties in this work are yet to be explained. It would be re-
markable to investigate the significance of these properties in the formation of PPINs.  
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Abstract. The responses generated by a gas sensor array are difficult to classify 
due to their inherent imprecision, uncertainty and the procedures of computa-
tional intelligence are appropriate to deal with such imperfect knowledge. In re-
cent years, rough set theory has attracted more attention of many researchers 
even though it was proposed in the early 1980’s by Z. Pawlak. The rough set 
based analysis makes it very convenient for classification of data especially 
with huge volume of information, as the method is very efficient to find the op-
timal subset of attributes. In this paper, the rough set based algorithm has been 
applied to generate representative rules using the datasets obtained from a gas 
sensor array in an electronic nose instrument, capable of sensing aroma of black 
tea samples and these rules are used to classify the black tea quality. 

Keywords: Black tea, Electronic nose, Gas sensor array, Rough set, Reduct, 
Lower approximation, Upper approximation. 

1   Introduction     

The electronic nose instrument nowadays finds very useful applications for classifica-
tion of products based on their odour and intense research in the field of sensors and 
pattern recognition is advancing the progress of this technology with more and more 
novel applications [1]-[3]. An extremely useful and necessary application of electron-
ic nose is in the field of tea testing. Till date, tea quality evaluation is based on the 
verdict of human experts, called tea tasters and they grade different qualities of tea 
based on their professional acumen and experience. This method of quality assess-
ment is very subjective, and the grades vary from taster to taster. Moreover, the mood 
and other psychological factors of the tea taster play significant role in the evaluation 
process. Thus, there is a need in the tea industry for an unbiased and correct procedure 
for the evaluation of tea quality. But this task is extremely difficult and challenging as 
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the number of volatiles present in tea and contributing to its quality is more than two 
hundred and an electronic nose can play a significant role in solving this problem. 

A few research reports on the applicability of electronic nose for aroma characteri-
zation of tea reveal that the instrument, when designed for tea aroma classification, 
has the potential to be employed regularly as a useful gadget in the tea industry [4]-
[6]. The pioneering work has been done by Dutta et al. [4], where the efficacy of elec-
tronic nose systems in classifying black tea aroma in different processing stages was 
demonstrated. Correlation of electronic nose data with the tea taster marks has been 
successfully carried out in [6]. The electronic nose has demonstrated its usefulness in 
monitoring the aroma of black tea during the fermentation process [7]. In these sys-
tems, the MOS sensors with headspace sampling have been used for aroma characte-
rization of tea, but there are uncertainty and vagueness in the data set generated by 
these sensors. This vagueness is introduced due to the variation in the amount of vola-
tiles in the samples, sensor drift, and noise. Another important source of uncertainty is 
the tea taster’s score, which is used for training the classifier. As a result, the data set 
may contain some irrelevant, redundant features, which unnecessarily increase the 
computational complexity of the classification algorithm. In addition, presence of va-
gueness in the data set degrades the accuracy of classification. Classification of such 
data set thus becomes more challenging. 

In order to calibrate the electronic nose instrument with such uncertain and vague 
data, a rough set based classifier has been considered in this paper. So far, to the best 
of our knowledge, the rough set based approach has not been explored in the field of 
machine olfaction. The classification algorithms are mostly based on neural networks 
or fuzzy logic or other computational intelligent methods [6], [8]. Classification accu-
racy of these algorithms depends upon initialization of different parameters, number 
of iterations and inconsistency of the data. For consistency of the data set, a separate 
algorithm is usually employed [9], [10] for feature selection. Compared to these clas-
sification methods, the rough set based method has the advantage that the method is 
capable of handling inconsistent data sets in an efficient manner. 

The theory of Rough set was introduced in 1980 by Z. Pawlak [11] as a new intel-
ligent mathematical tool for knowledge discovery and data analysis based on the  
concept of approximation spaces. The uniqueness of rough set theory based classifica-
tions is highlighted by the facts that it does not need any preliminary or additional in-
formation about data, i.e., probability in statistics, basic probability assignment in the 
Dempster-Shafer theory, grade of membership, or the value of possibility in fuzzy set 
theory. Also, over and above the conventional parametric and non-parametric data 
classification techniques, the rough set approach is capable of extracting minimal in-
formation by data reduction, exploration of hidden patterns efficiently in a data set, 
evaluating the significance of data, generation of minimal set of decision rules, analy-
sis of conflicts and intelligent pattern classification [12]. These features of rough set 
theory make it an excellent classifier for electronic nose applications, as it can optim-
ize the sensor array while classifying the patterns. The data analysis algorithm does 
not create much overhead in the computational system and may easily be embedded 
in field deployable electronic nose systems for tea quality evaluation. 

Essentially, the array of sensors in an electronic nose produces continuous real va-
lued attributes corresponding to different volatiles present in black tea samples. In 
rough set approach, these real valued attributes are then discretized [13]-[16] based on 
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discernibility matrix [17] to remove superfluous attribute information by unifying 
values in some intervals and at the same time preserving the necessary information. 
Then a subset of the attributes is selected which has the same classification capability 
as with the entire set of attributes. The rules are then extracted using the concept of 
reduct [18], [19]. This optimum rule set so generated is used finally for classification 
of the data.     

2   Rough  Set     

In the field of classification of objects which are described by a set of real valued 
condition attributes and assigned to certain decisions, rough set method is a very effi-
cient tool to find the relative reduct and hence to generate decision rules.  

Z. Pawlak introduces the concept of rough set theory in the early 1980s. It is an ex-
cellent mathematical tool for the analysis of a vague description of objects. The In-
formation System ( ), { }, ,IS U A d V f= ∪  a tabular form of OBJECT→ATTRIBUTE 

VALUE relationship, where U is a non-empty finite set of objects, A is a non-empty 
finite set of attributes, V is the union of attribute domains (i.e., a A aV V∈=  , where 

aV  denotes the domain of attribute a) and f is a function such that for any u U∈ and 

a A∈ , ( ), af u a V∈  while d is called decision attribute. For each possible subset of 

attributes B A⊆ , a decision table generates an equivalence relation called an indis-

cernibility relation ( )IND B , where two objects ( ),i ju u are members of the same 

equivalence class if and only if they cannot be discerned from each other on the basis 
of the set of attributes B . The equivalence classes of the B -Indiscernibility relation 
are denoted [ ]

B
u .  Indiscernibility relation is defined as 

( ) ( ){ }, : , ( , ) ( , )i j i jIND B u u U U a B f u a f u a= ∈ × ∀ ∈ =  

which induces a partitioning of the universe U according to the attribute set B . 
The discernibility knowledge of the information system is commonly recorded in a 

symmetric U U× matrix called the discernibility matrix [17]. Thus any set 

X U⊆ can be approximated solely on the basis of information in B A⊆  by con-
structing a B -lower approximation and B -upper approximation. The B -lower ap-
proximation of X is defined as the unions of all the elementary sets which are certain-
ly in X i.e. { }: [ ]BBX x x X= ⊆ . The B-upper approximation of X is defined as the 

union of the elementary sets, which have a non-empty intersection with X  i.e. 

{ }: [ ]BBX x x X φ= ∩ ≠ . Thus the lower approximation consists of objects that defi-

nitely belong to X and the upper approximation contains objects that possibly belong 
to X . 

Now the reduct is the minimal subset of attributes that enables the same classifica-
tion of elements of the universe as the whole set of attributes. In other words, 
attributes that do not belong to a reduct are superfluous with regard to classification of 
elements of the universe. 
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The rough set method deals with discrete attributes. Hence, before attempting to 
find the reduct set, the real valued attributes are discretized since the discrete features 
are closer to a knowledge-level representation than the continuous ones. Here we em-
ploy the discretization method based on binary discernibility matrix. This method first 
produces the cut set whose elements are the middle points of the intervals present in 
each attribute after the real values of each attribute are sorted in either descending or 
ascending order. Then, reduct finding algorithm is used to find the minimal set of cuts 
(optimal cut-set) considering cuts as the attributes. The discretized information system 
is finally presented using the optimal cut set (OCS). Also, the decision rules generated 
from discrete features are easier to understand for both users and experts. The algo-
rithms for reduct generation, discretization and rule generation can find in the paper 
published by the authors Bag et al. [20].     

3   Electronic Nose for Black Tea Quality Estimation     

In this section, a brief description of the electronic nose instrument for tea quality es-
timation and the experiment with tea samples are presented.   

3.1   Customized Electronic Nose Setup for Black Tea     

A customized electronic nose setup has been developed for quality evaluation of tea 
aroma, the details of which are presented in [6]. Five gas sensors from Figaro, Japan – 
TGS-832, TGS-823, TGS-2600, TGS-2610 and TGS-2611 constitute the sensor array 
for the setup. 

The experimental conditions of the electronic nose for classification of black tea 
aroma are given as follows: 

• Amount of black tea sample = 50 grams,  

• Temperature = CC 00 360 ± , 
• Headspace generation time = 30s, 
• Data collection time =  100s, 
• Purging time = 100s, 
• Airflow rate = 5 ml/s. 

Dry tea samples have been used during the experiments in order to avoid the effect of 
humidity. During each sniffing cycle, all the five sensors are exposed to the tea vola-
tiles, and the maximum response of each sensor is considered for subsequent compu-
tation. The above experimental conditions have been optimized for black tea quality 
evaluation on the basis of repeated trials and sustained experimentation.     

3.2   Sample Collection and Tea Taster’s Score     

Experiments were carried out for approximately one-month duration each at the tea 
gardens of the following industries: 

• Khongea Tea Estate 
• Mateli Tea Estate 
• Glenburn Tea Estate 
• Fulbari Tea Estate 
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The industries have multiple tea gardens spread across north and north-east India and 
the tea produced in their gardens are sent everyday to the tea testing centers for quali-
ty assessment. All the companies had expert tea tasters and for our experiments, one 
expert tea taster was deputed by the respective industries to provide the taster’s score 
to each of the samples. The taster’s score were subsequently considered for the corre-
lation study with the computational model. A sample tea taster score sheet is given in 
Table 1.The scores assigned to “aroma”, signify the smell and flavor of the samples 
and for correlation with electronic nose, only the aroma scores have been considered.     

4   Data Analysis and Results     

The total number of samples considered for the present study is 194 and their details 
are presented in Table 1. 

Table 1. Sample Details 

Tea sample from 

the garden 
Number of data array Taster’s scores (Aroma ) 

Khongea Tea Estate 104 4, 5, 6, 6.5, 7 

Mateli Tea Estate 30 8 

Glenburn Tea Estate 30 8 

Fulbari Tea Estate 30 7, 7.5 

 
The data arrays produced by electronic nose used as ( IS ) is shown in Table 2. 

Each sample is an object and a unique number is assigned to each of the objects in a 
serial manner. The information for a particular object comprises of the responses of 
five sensors (the condition attributes - 5...2,1 aaa ) and the corresponding tea taster’s 

mark for aroma (the decision attribute - d) and are stored in a row. For the samples 
under study, there are seven different scores assigned by the tea tasters ranging from 3 
to 8. For our convenience, these scores have been replaced by numbers from 1 to 7.    

Table 2. Data Arrays Produced by Electronic Nose used as (IS)     

Objects 

(U) 

Attributes (A) 

Sensors response Tea category 

a1 a2 a3 a4 a5 d 

1 0.0936 0.0583 0.0382 0.1275 0.0008 1 

… … … … … … … 

194 0.3682 0.1288 0.0681 0.9039 0.0110 7 
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The ( IS ) contains the real valued condition attributes. These attributes are discre-
tized as the discrete features are closer to a knowledge-level representation than the 
continuous ones and also the decision rules generated from discrete features are easier 
to understand for both users and experts. Then the optimal cut points are obtained for 
each condition attributes and with respect to these cut points, the real valued condition 
attributes are discretized. These optimal cut points for our data set are presented in  
Table 3 and the data set is denoted as the optimal cut set ( OCS ).     

Table 3. Optimum Cut Set (OCS)     

Cut points for the condition attributes 
a1 a2 a3 a4 a5 

0.0673 0.0538 0.0274 0.1342 0.0076 
0.0979 0.1684 --- 0.1754    --- 
0.1568 --- --- 0.2212    --- 
0.7294 --- --- 0.2860    --- 

 
The real valued condition attributes are then replaced by discrete numerical values 

using the optimal cut point. The discretized data set ( dIS ) is shown in the Table 4.     

Table 4. The Discretized Data Set (dIS)     

Objects 

Attributes 

Sensors response Tea category 

a1 a2 a3 a4 a5 D 

1 1 1 1 0 0 1 

… … … … … … … 

194 3 1 1 4 1 7 

 

The discretized data set ( dIS ) is then tested to find the presence of any super-
fluous condition attribute i.e. if there are any  redundant sensor in the sensor array of 
the electronic nose. With our dataset, the algorithm doesn’t find presence of such 
attributes. This implies that all the sensors in the electronic nose sensor array have 
certain contributions for the decision making. 

For classification, we employ the rule based approach. The classification accuracy 
is validated using the method of 10-fold cross validation [21], [22] where 90% of data 
constitute the training set and remaining 10% form the test set, and the data-set is 
folded ten times. In each fold, the training set is used to produce the optimum rule-set 
using the concept of rule generation These rules are used to classify the corresponding 
test set. Detailed results of classification using 10-fold cross-validation are presented 
in the Table 5, where the overall classification accuracy is obtained as 85.09 % with 
standard deviation as 7.88 %.   
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Table 5. Detailed Results of 10-Fold Cross-Validation  

Fold 
no. 

No of 
data in 
training 

set 

No of 
data in 
testing 

set 

No of rules 
generated 

No of data 
classified 

No of data 
misclassified 

Classification  
accuracy (%) 

1 175 19 26 15 4 78.94 

2 175 19 27 16 3 84.21 

3 175 19 25 13 6 68.42 

4 175 19 26 16 3 84.21 

5 175 19 26 18 1 94.74 

6 175 19 26 17 2 89.47 

7 175 19 27 18 1 94.74 

8 175 19 27 17 2 89.47 

9 173 21 26 18 3 85.71 

10 173 21 26 17 4 80.95 

Overall classification accuracy 85.09 

Standard deviation 7.88 

5   Conclusion     

In this paper, an attempt has been made to classify black tea quality from multi-sensor 
data patterns of an electronic nose using a rough set based classifier. The rough set 
based method is very useful in handling the vagueness and uncertainty in data, which 
is very common in machine olfaction. Another uniqueness of this method lies in iden-
tifying the redundant attributes or sensors. While all the other methods of sensor array 
optimization require separate procedures, the rough set based classifier has this fea-
ture integrated in it, which effectively increases the accuracy of classification. But as 
sample collection for tea is difficult, the results presented do not show very good ac-
curacy with a small dataset. There is another important feature of the rough set based 
method, which is used to filter ambiguous training patterns. Due to small size of the 
data set, this feature could not be demonstrated. With a large data set, both the fea-
tures could be utilized and that would result in the increase of classification accuracy. 
All in all, the method proposed in this paper has very useful features and is likely to 
be extremely useful for other electronic nose applications. 
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Abstract. Knowledge representation and inference mechanism are most desira-
ble thing to make the system intelligent. System is known to an intelligent if its 
intelligence is equivalent to the intelligence of human being for a particular 
domain or general. Because of incomplete ambiguous and uncertain informa-
tion the task of making intelligent system is very difficult.  The objective of this 
paper is to present the   knowledge base system architecture integrated with hy-
brid knowledge representation technique for making the system effective.  

Keywords: Knowledge Representation (KR), Semantic Net, Script. 

1   Introduction 

1.1   Knowledge Representation  

In AI system implementation, efficiency, speed and maintenance are the major things 
affected by the knowledge representation. A KB structure must be capable of 
representing the broad spectrum of knowledge types categorized by Feigenbaum  
include [5]. 

 
• Objects - information on physical objects and concepts  
• Events - time-dependent actions and events that may indicate cause and effect re-

lationships.  
• Performance – procedure or process of performing tasks  
• Meta-knowledge – knowledge about knowledge including its reliability, impor-

tance, performance evaluation of cognitive processors. 
 

Many of the problems in AI require extensive knowledge about the world. Objects, 
properties, categories and relations between objects, situations, events, states and 
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time, causes and effects are the things that AI needs to represents. Knowledge repre-
sentation provides the way to represent all the above defined things [38].An overview 
of various types of knowledge representation techniques are given below. 

1.2   Semantic Net 

A semantic network is widely used knowledge representation technique. Semantic 
network is a KR technique in which the relationship between class and objects are 
represented by the connection/link between objects or class of objects.  

The nodes / vertices in semantic net are used to represent the Generic class or a 
particular class or an instance of a class (object).Relation between them is represented 
by the link, which shows the activation comes from where .The links are unidirection-
al .these links represents the semantic relationship between the objects. Semantic net-
work are generally used to represent the inheritable knowledge. Inheritance is most 
useful form of inference. Inheritance is the belongings in which element of some class 
inherit the attribute and values from some other class shown in Fig.1 [38].  

 

Fig. 1. Represents the inheritance relation [35][38]. 

Because there is an association between two or more nodes the Semantic nets are 
also known as associative nets. These associations are proved to be useful for infer-
ring some knowledge from the existing one. If user wants to get any knowledge from 
the knowledge base they need not to put any query. The activated association or rela-
tion provides the result directly or indirectly only need to follow the links in the se-
mantic net. IS-A, and A-KIND-OF are generally used to represent the value of a link 
in semantic net shown in fig 2.  

KR techniques are divided in to two main categories one is declarative and other is 
procedural. Semantic net is a declarative KR technique that can be used either to rep-
resent knowledge or to support automated systems for reasoning about knowledge. 
Semantic net can be used in variety of ways, as per the requirement following are six 
of the most common kinds of semantic networks.  
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Fig. 2. Represents of IS-A, HAS, INSTANCE [17], [38] 

1. Definitional networks  
2. Assertional networks  
3. Implicational networks  
4. Executable networks 
5. Learning networks  
6. Hybrid networks   

 
During 1975 (See Walker ) Partitioned semantic net came in picture for speech under-
standing system. Then after that in 1977 Hendrix explained how we can expend the 
utility of semantic net using partitioned semantic net [8].In case of a huge network  
semantic net can be divided in to two  more net. The semantic net is to be partitioned 
to separate the various nodes and arcs in to units and each unit is known as spaces. 
Using partitioned semantic net user can define the existence of the entity. One space 
is assigned to every node and arc and all nodes and arcs lying in the same space are 
distinguishable from those of other spaces. Nodes and arcs of different spaces may be 
linked, but the linkage must pass through the boundaries which separate one space 
from another [38]. 

Partitioning semantic nets can be used to delimit the scopes of quantified variables. 
While working with quantified statements, it will be help full to represent the   pieces 
of information consist some event .For ex "Poonam believes that earth is round " is 
represented by the fig 3. Nodes<POONAM>' is an agent of Event node.<EARTH>' 
and <ROUND> represent the objects of space1. 

 

Fig. 3. Partitioned Semantic Net [38] 
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Universal and existential quantifier can also be represent by the Partitioning se-
mantic net. For ex, “Every sister knots the rakhee to her brother" in predicate logic. In 
predicate logic the sister S and rakhee R are represented as objects while the knot 
event is expressed by a predicate where as in case of semantic net the event is 
represented as an object of some complex object, i.e., the bite event is a situation 
which could be the object of some more complex event. Partitioning semantic net can 
also be used to represent universal quantifier. For ex “Every sister knots the rakhee to 
her brother" is represented in fig 4 [38]. Partitioning semantic net can also be used for 
complex quantifleations which involve nested scopes by using nesting space. 

 

Fig. 4. Represents Partitioned Semantic Net for Quantifiers [38] 

1.3   Frames 

Frame can be considered as an extension to the semantic net. As we know that Se-
mantic net is a graphical representation of knowledge as the knowledge increases the 
graph becomes complicated ie complexity of the system is directly proportional to the 
knowledge required for the problem domain. Then the Frame (KR) is the best way of 
representing the knowledge. A frame is a collection of attributes or slots and their as-
sociated values which describe the real world entity. An example of a Class frame is 
given in Fig 5 [38]. The frame is used to represent the following: 

 
• a class which represents a set, 
• an instance which represents an element of a class. 
• Frame has three main components 
• frame name 
• Attributes (slots) 
• Values (fillers: list of values, range, string, etc.) 

 
There are two different naming system for frame first is its true name that uniquely 
describe the frame and second it can have any number of public names. Public names 
are values stored in the name slot of the frame. For instance, Frame frame-30 will 
look as: 

  name:    ("women") 
  sex:     (frame-3) 
  spouse:  (frame-31) 
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  child:   (frame-29  frame-31) here frame 30 is the true name that refer it uniquely. 
True names are the pointers from one frame to another that actually represent the 
structure of the knowledge base. Public names are for communication with other 
agents [38][8].  

 

Fig. 5. Frame Knowledge representation technique [27] 

The advantage of a frame based knowledge representation is that there is no need 
to search the entire knowledge-base because the objects related to a frame can be easi-
ly accessed directly looking in a slot of the frame. In 1993 Christian Rathke presented 
the language Frame Talk for developing the frame [12].   

1.4   Conceptual Dependency (CD) 

Conceptual Dependency (CD) Theory was developed by Roger Schank in 1973 to 
represent the knowledge acquired from natural language input.   CD KR technique is 
used to represents the Sentences (knowledge) in sequential diagram which represents 
the actual action using the real situation and concept. CD representation provides the 
sets of primitive actions, different types of states, and different theories of inference. 
The agent and the objects are represented. Basically CD is a theory of how to 
represent sentences as shown in Fig.6.1and Fig 6.2. It may have two axioms [ 40]: 

• Sentences that have similar sense/meaning could be represented by single  
representation. 

• Implicit information can be made explicit in the representation. 
• CD provides [36]: 
• a structure into which nodes representing information can be placed 
• a specific set of primitives from which meaning is built 

ACT      action 
PP objects (picture producers) 
AA    modifiers of actions (action aiders) 
PA     modifiers of objects (picture aiders) 
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• at a given level of granularity. 

Examples of Primitive Actions are: 

ATRANS (Transfer of an abstract relationship. e.g. take.) 
PTRANS (Transfer of the physical location of an object. e.g. jamp.) 
PROPEL (Application of a physical force to an object. e.g. pull). 
MTRANS (Transfer of mental information. e.g. ask). 
MBUILD (Construct new information from old. e.g. decide). 
SPEAK (Utter a sound. e.g. say). 
ATTEND (Focus a sense on a stimulus. e.g. listen, watch). 
MOVE ( Physical Movement of a body part e.g. hit, throw. 
GRASP (Actor grasping an object. e.g. clutch). 
INGEST (Actor ingesting an object. e.g. eat). 
EXPEL (Actor getting relieve of an object from body eg. Ram , Shayam). 
                                                                                                                     

 

Fig. 6.1. CD Representation for” Poonam  drink the pepsi” 

 

Fig. 6.2. CD Representation for” Poonam prohibited Yash to drinking more cold drink” 

1.5   Scripts 

A variation in the  theme of structured objects called scripts was devised by Roger 
Schank and his associates in 1973[3].It is an active type information which contain 
class of events in terms of contexts, participants and sub-events represented in the 
form of collection of slots or series of frames which uses inheritance and slots . 
Scripts predict unobserved events and can build coherent account from disjointed ob-
servations. Scripts basically describes the stereotypical knowledge i.e if the system in 
not given the information dynamically then it assumes the default information to be 
true Scripts are beneficial because real world events do follow stereotyped patterns as 
human beings use previous experiences to understand verbal accounts. A script is 
used for organizing the knowledge   as it directs the attention and recalls the infe-
rence. They provide knowledge and expectations about specific events or experiences 
and can be applied to new situations. For example: “Rohan went to the restaurant and 
had some pastries”. it was good now meaning derived from the above text one gets to 
know he got the pastries from the restaurant and that for eating and that was good. 
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Script defines an episode with the known behavior and describes the sequence of 
events. The script consist the following. 

• Current plans (Entry condition, Result) 
• Social link(Track) 
• Played roles, 
• Scene. 
• Probs. 
• Anything indicating the behavior of the script in a given situation. 

An example of script for class room is shown in fig.7. 
 

 
 

 

Fig. 7. Script structure for class room 
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Advantages of using scripts: 

• Details for a particular object remain open and  
• Reduces the search space. 

Disadvantages 

• Less general than Frames 
• It may not be suitable for all kind of Knowledge 

2   Hybrid Knowledge Representation Technique 

The KR system must be able to represent any type of knowledge, “Syntactic, Seman-
tic, logical, Presupposition, Understanding ill formed input, Ellipsis, Case Constraints, 
Vagueness”. In our  previous paper we have proposed the model for effective know-
ledge representation technique that consist five different parts the K Box, Knowledge 
Base, Query applier, reasoning and user interface as shown in fig 8. This time the to-
tal emphasis is on knowledge representation. This section used to describe the new 
hybrid knowledge representation technique which is the integration of script and se-
mantic net KR technique.  

Every knowledge representation technique has their own merits and demerits that 
depend on which type of knowledge we want to represent. To navigate the problem 
associated with single knowledge representation technique the hybrid knowledge re-
presentation came in picture. 

 

Fig. 8. Knowledge Base System Model /Architecture [39] 

The script and semantic net alone is a strong representation technique but still they 
have some disadvantages. The previous section consist the example of script for lec-
ture room using that we are unable to get the detail  like the teacher can teach one or 
more subject, Is a permanent or on contract basis ,student is a regular student or part 
time. Student opted one or many subject. Whereas using semantic net we can’t 
represent the knowledge scene wise. Semantic net can’t be use to represent the  
knowledge event by event. So to get all the knowledge from the system, integrated 
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knowledge representation technique is used. The hybrid structure is shown in fig 9. 
From script to semantic net two different directional link coming out that shows the 
link between the roles of script with the two different classes of semantic net. In the 
same way we can make the link between other roles and objects involve in scripts 
(scene wise) with the class and object in the semantic net. The unnamed link in  
semantic net shows the generalization for eg. Mode can be part time, full time and 
regular.   
 
 

 

Fig. 9. Hybrid Knowledge Representation technique 

2.1   Strength of Hybrid Knowledge Representation Technique 

Human beings use past/previous learning & senses to understand verbal communica-
tion and in actual real world events do follow stereotyped patters. Communication 
style of each one is different from other and it is quite often when relating events, do 
leave large amount of blanks/gaps or assumed details out of their communication. 
This may lead to miscommunication. In real life it is not  easy to deal with a system 
that are not able to fill up the  missing conversational features. Whereas scripts can 
predict/ assume unobserved events. Scripts can fill the gaps created from incom-
plete/disjoined observations and can build a sequential information. Semantic net is 
best knowledge representation technique for representing non event based knowledge 
with its technical simplicity. Even non technology savvy can also extract information/ 
knowledge from the semantic net.  
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3   Conclusion 

There are various knowledge representation schemes in AI. All KR techniques have 
their own semantics, structure as well as different control mechanism and power. 
Combination of two or more representation scheme may be used for making the sys-
tem more efficient and improving the knowledge representation. We are trying to 
build the intelligent system that can learn itself by the query and have a power full 
mechanism for representation and inference. The semantic net and script are very po-
werful techniques in some respects so the aim is to take the advantage of these tech-
niques under one umbrella.   
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Abstract. Especially, during last few years, a wide range of information in In-
dian regional languages like Hindi, Urdu, Bengali, Tamil and Telugu has been 
made available on web in the form of e-data. But the access to these data repo-
sitories is very low because the efficient search engines/retrieval systems sup-
porting these languages are very limited. Hence automatic information 
processing and retrieval is become an urgent requirement. This paper presents 
an unsupervised approach for the development of an Urdu stemmer. To train the 
system a training dataset, taken from CRULP [22], consists of 111,887 words is 
used. For generating suffix rules two different approaches, namely, frequency 
based stripping and length based stripping have been proposed. The evaluation 
has been made on 1200 words extracted from the Emille corpus. The experi-
ment results shows that these are very efficient algorithms having  accuracy of 
85.36% and 79.76%.  

Keywords: Stemmer, Morphological Analysis, Information Retrieval, Unsu-
pervised Stemming. 

1   Introduction 

The use of digital technologies and growth in technological developments for storing, 
manipulating and accessing of information has led to development of valuable infor-
mation repositories on the internet. The rapid growth of electronic data has attracted 
the attention in the research and industry communities for efficient methods for index-
ing, analysis and retrieval of information from this high volume of data repositories 
for a vast domain of applications.  

Stemming is the backbone process of any IR system. Stemmers are used for getting 
base or root form (i.e. stems) from inflected (or sometimes derived) words. Unlike 
morphological analyzer, where the root words have some lexical meaning, it’s not ne-
cessary with the case of a stemmer. Stemming is used to reduce the overhead of in-
dexing and to improve the performance of an IR system.  Stemming is the basic 
process of any query system, because a user who needs some information on آخری 
may also be interested in documents that contain the word آخر (without the ی).  
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The approaches used for developing a stemmer can be broadly classified as Rule-
based (knowledge-based) and machine learning (supervised and unsupervised) ap-
proaches. A rule-based stemmer makes use of linguistic knowledge to develop rules 
for stemming. Besides being language specific it is very difficult and time consuming 
to obtain such rules. Specifically, for languages like Urdu, which is a very highly in-
flectional language, the task becomes quite cumbersome. Supervised learning is an al-
ternative approach to frame stemming rules. In order to learn suffixes this approach 
uses set of inflection-root pair of words which are manually segmented. But this algo-
rithm is also not produce very effective results for Urdu language as it is highly in-
flectional language and this becomes a complex task. Manually segmenting the Urdu 
words is a very time-consuming task and is not feasible because in Urdu for a root 
word there are many inflections. It also requires a very good linguistic knowledge to 
segment words and get the root and the inflections. For designing stemmer for Urdu 
language we have used unsupervised stemming approach. This approach does not re-
quire any specific knowledge of the language in case. It uses a set of words (training 
dataset) to learn suffixes. As the approach used in this work is language independent, 
it can be easily used for the development of the stemmers of other languages as well. 
For suffix rule generation two different approaches have been discussed. First is the 
Length based approach which is very simple suffix stripping approach. The second is 
Frequency based approach. The experiment results shows that the second approach 
used, gives the more accurate results. The rest of the paper is organized as follows: 

Section 2 reviews the earlier work done in morphological analysis and stemming 
for Indian languages. Section 3 gives a brief idea about the proposed approach. Sec-
tion 4 presents the detail of experimental setup. Section 5 discusses the important re-
sults and observations and finally conclusion have been made in section 6.  

2   Related Works 

The most basic component of any Information Retrieval system is Stemmers. Among 
all the morphological systems, stemmers are the simplest system. 

Earlier stemmers were designed on rule-based approach. Julie Lovins published the 
first paper on rule-based stemming in the year 1968. The approach used by Lovins was 
Iterative Longest Match heuristic. The most noteworthy work in the field of rule based 
stemmer was presented by Martin Porter in 1980 [9]. He simplified the rules of Lovin 
to about 60 rules. To access information available in English or some other European 
languages there are number of efficient IR systems.  Work involving development of 
IR systems for Asian languages is only of recent interests. Development of such sys-
tems is constraint by the lack of the availability of linguistic resources and tools in 
these languages. Until recently, For Indian regional languages the work done by IR 
community involves languages like Hindi, Bengali, Marathi, Tamil and Oriya. But 
there is no reported work done for Urdu language. Although, as per our knowledge 
there is no reported works done by the IR community to efficiently retrieve the infor-
mation available on net in Urdu language, however, a lot of research has been done 
towards computational morphological analysis and stemming of Urdu. Computational 
analysis of different parts of speech in Urdu is described by Rizvi [1] and  
Butt [2]. To stem French words in a corpus a dictionary-based approach is used [3]. 
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Various researches have been done on Arabic and Farsi stemmers, most of them uses 
statistical and heuristics based approaches [4, 5]. Although the writing script of Urdu is 
similar (not the same) to Farsi and Arabic, stemmers used for those languages (Arabic 
and Farsi) are not adequate for stemming Urdu words because of these reasons: 

•  Stemmers used for Farsi language accurately stems only the Farsi loan 
words and produce a number of errors (incorrect stems) on native Urdu and 
Arabic loan words.  

• Arabic language has high inflection and complex grammar. So stemmers 
used for Arabic language produces a large number of over-stemming and 
mis-stemming errors for Urdu.  

Stemmers may be developed by using either rule based or statistical approaches. 
Rule-based stemmers require prior morphological knowledge of the language, while 
statistical stemmers use corpus to calculate the occurrences of stems and affixes. A 
rule-based stemmer is developed for English by Krovetz, using machine-readable dic-
tionaries. Due to high dependency on dictionary the systems lacks consistency [8]. In 
Porter Stemmer, the algorithm enforces some terminating conditions of a stem. Until 
any of the conditions is achieved, it keeps on removing endings of the word iteratively 
[9]. To perform stemming of Arabic an approach using stop word list is proposed by 
Thabet. This algorithm gives accuracy of 99.6% for prefix stemming and 97% for 
postfix stemming [10]. Paik and Parui [11] have proposed an interesting stemming 
approach based on the general analysis of Indian languages. This technique is used for 
Bengali, Hindi and Marathi languages. For Persian language a rule based algorithm 
was proposed by Sharifloo and Shamsfard for stemming. The accuracy of this algo-
rithm is 90.1 % [12]. Besides rule-based stemmers there are a number of statistical 
stemmers for different languages. These stemmers use some statistical analysis of the 
training data and then rules are derived from these analyses for stripping the inflected 
words to get the root word. Croft and Xu provide two methods for stemming i.e. Cor-
pus-Specific Stemming and Query-Specific Stemming [13]. Kumar and Siddiqui pro-
pose an algorithm for Hindi stemmer. The algorithm achieves 89.9% accuracy [14]. 
An Urdu stemmer called Assas-Band, has been developed by Qurat-ul-Ain Akram, 
Asma Naseer, Sarmad Hussain using affix based exception lists, which increases ac-
curacy up to 91.2% [16].    

2.1   Language Challenges 

The Indian regional languages are different from each other in orthography, morphol-
ogy and character encoding aspects. Designing a stemmer for such languages is quite 
tough and hence designing a standard stemmer to support Indian regional languages is 
a quite complex job. For stemming purpose Urdu is a challenging language because 
of the following two reasons: 

• Its Perso-Arabic script and second,  
• Its morphological system having inherent grammatical forms and vocabulary 

of Arabic, Persian and the native languages of South Asia. 

It is estimated there are about there are around 490 million speakers of Urdu around 
the world [18]. According to George Weber’s article Top Languages: The World’s 10 
Most Influential Languages in Language Today, Hindi/Urdu is the fourth most spoken 
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language in the world, with 4.7 percent of the world's population [19]. Urdu is a com-
position of many languages and adopts words from other languages with ease. Al-
though it has its own morphology, Urdu morphology is strongly influenced by Farsi 
(Persian), Arabic, and Turkish. Therefore, Urdu vocabulary is composed of the above 
mentioned languages along with many Sanskrit-based and English words. For exam-
ple, the word pachim (Hindi) and Maghrib (Arabic) both mean the direction west in 
English and are both Urdu words as well. Urdu is rich in both inflectional and deriva-
tional morphology. Urdu verbs inflect to show agreement for number, gender, respect 
and case. In addition to these factors, verbs in Urdu also have different inflections for 
infinitive, past, non-past, habitual and imperative forms. All these forms (twenty in 
total) for a regular verb are duplicated for transitive and causative (ditransitive) forms, 
thus giving a total of more than sixty inflected variations. Urdu nouns also show 
agreement for number, gender and case. In addition, they show diminutive and voca-
tive affixation. Moreover, the nouns show derivational changes into adjectives and 
nouns. Adjectives show similar agreement changes for number, gender and case. Ur-
du is a bi-directional language with an Arabic-based orthography. Bi-directional 
means that it is very common in Urdu to see an English word written in Latin-based 
characters. Sometimes an English word is written phonetically with Urdu characters 
(e.g. executive is written as ايگزيکٹو). Although Urdu has Arabic orthography, its 
grammar is based on Sanskrit and Persian. Urdu has gender marking on its parts of 
speech (e.g. paharh (mountain) and paharhi (hill). Therefore, stemming Urdu words 
will increase recall and also conserve on space usage of the indices. 

Hindi and Urdu are considered one language for linguistic purposes. As Urdu is 
closely related to Hindi and it shares morphology, syntax and almost all phonology. 
Urdu shares its grammar with Hindi with only some differences in vocabulary, and 
writing style. Urdu is quite complex language because its morphology is a combina-
tion of many languages: Sanskrit, Arabic, Farsi, English and Turkish to name a few. 
This aspect of Urdu becomes quite a challenge while doing morphological analysis to 
build a stemmer. Urdu’s descriptive power is quite high. This means that there could 
be many different ways a concept can be mentioned in Urdu and in many different 
forms. Urdu has a property of accepting lexical features and vocabulary from other 
languages, most notably English. This is called code switching in linguistics e.g. it is 
not uncommon to see a right to left flow interrupted by a word written in English (left 
to right) and then continuation of the flow right to left. For example, ہے laptop وہ ميرا 
[That is my laptop]. 

3   Our Approach  

Our proposed approach is based on n-gram splitting model. For learning purpose of 
the stemmer, documents from the Urdu Corpus available at CRULP are used. The 
words taken from these documents are split to get n split suffixes, using n gram mod-
el. Where n n=1, 2, 3…l, for word length l. 

Then the frequency count of the split words is calculated to get the probability of 
the stem - suffixes pair extracted from the n-gram splitting.  

Then we have calculated the optimal split probability, which is the multiplication 
of the stem probability and suffix probability. By observing the results, a particular 
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frequency threshold was taken. The splits whose frequency count lies above this thre-
shold value were considered as valid candidates and were used for suffix generation 
rules.  Also the maximum split probability corresponds to the optimal split segments 
which are considered to be the valid candidate for framing suffix generation rule.  

Table 1. Algorithmic steps 

• Split words into n gram 
• Generate stem and suffix list 
• Sort suffixes on decreasing order of their frequency 
• Generate suffix stripping rules  

i. using Frequency based stripping 
ii. using length based stripping 

3.1   Word Splitting and Stem Classes Generation 

In this step n-gram model is used to obtain corresponding stems and suffixes of a 
word Wy by splitting it into n-grams as given below 

           Wy: = {(stem1y|suffix1y); (stem2y|suffix2y); …... (stemxy|suffixxy)} 

Where x, y=1, 2, 3… l (where l denotes the length of the word) and stemxy is the xth 
stem of yth word and suffixxy is the xth suffix of yth word. 

For example, the word آئزلينڈ gives the following stem-suffix pairs after n-gram 
splitting: 

 
)  ;(آئزلينڈ -- NULL) } =: آئزلينڈ ئزلينڈ  -- آ );  ( زلينڈ-- آئ );  ( لينڈ -- آئز );  ( ينڈ -- آئزل ); (  -- آئزلی
) ;(نڈ ڈ -- آئزلين  { (NULL-- آئزلينڈ)  ;(
 

Next a common stem class is used to group the words having common stems. To find 
common stems, maximum common prefix method is used. 

For example the stem equivalence class for the words آخری and   آخرکار  Can be 
given as: آخری: = }آخر  {آخرکار ,

3.2   Generation of Stem and Suffixes 

The longest common prefix method is used to obtain the correct stems and suffixes 
from the inflected words. We have used the stem equivalence class, generated in the 
first phase of the algorithm to find out the longest common prefixes. These prefixes 
are then stored as the stems and the remaining part of the word as the valid suffix 
along with its corresponding frequency count. This information is then used to frame 
rules for suffix stripping. The suffixes in the generated list having higher frequency 
are considered as valid suffixes for generating suffix stripping rule. 

For example the common root word of different inflected words with their suffixes 
is stored as; 

 { کار,   ی{: = آخر   
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3.3   Frequency Counting 

In this step the frequency count of the suffixes generated in step 2 is calculated. This 
list of suffixes is then arranged in order of their count. By manual analyses of the sys-
tem a frequency count is taken as the threshold. The suffixes having there frequency 
count below this threshold value are discarded and not considered for suffix rule gen-
eration while those lying above the preset threshold  value are considered as the valid 
candidates for framing the suffix stripping rules. 

3.4   Generation of Suffix Rules 

In this step, two different approaches are used for the purpose of suffix stripping rule 
generation. 

3.4.1   Length Based Suffix Stripping 
This is the crudest method for suffix rule generation. In this approach, the suffix list 
obtained from step 2 is sorted according to their lengths in decreasing order. This ap-
proach is quite valid as it removes the suffix in a word which is of max length. The 
drawback of this approach is that in many cases over-stemming occurs. 

3.4.2   Frequency Based Suffix Stripping 
This is the simplest method for generating suffix stripping rule. The suffixes obtained 
in the second step, are sorted in descending order of their corresponding frequency 
counts. By manual observation a threshold value is being set. The suffixes having 
there frequency count below this threshold value are discarded and not considered for 
suffix rule generation while those lying above the preset threshold  value are consi-
dered as the valid candidates for framing the suffix stripping rules. This method is 
quite effective for Urdu and other very highly inflectional languages because as they 
have very large number of suffixes. 

4   Experiment 

For the evaluation purpose of the proposed stemmer, following experiment was con-
ducted. The parameter used to measure the performance of the stemmer is accuracy. 
The accuracy can be defined as the fraction of words stemmed correctly. Mathemati-
cally it can be stated as:  

 

For testing of the stemmer a list of 1200 words, taken from Emille corpus, with their 
suffixes and stems is created manually. Then the developed system is used to get the 
stem of these words and cross checked with the list of manually stemmed words. The 
following table gives a summary about the statistics used for the evaluation of the 
stemmer. 
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Table 2. Data Set Specification 

                          Training 
Dataset 

D1 D2 D3 

Count of words 50495 50836 10559 
Count of Unique words 6428 6178 2492 
Testing words 1200 1200 1200 

 
To perform the evaluation of the proposed stemmer, the experiment is conducted in 

three runs. In Run1 Dataset D1 have been used for training, in Run2 Dataset D2 have 
been used for training and in Run3 Dataset D3 have been used for training. The statis-
tics used for evaluation are shown in the following table. 

Table 3. Experiment Specification 

Run R1 R2 R3 
Training Dataset D1 D2 D3 
Testing Dataset Test Dataset Test Dataset Test Dataset 

Table 4. Results of the Experiments 

Run Accuracy of Implemented approach 
Frequency based Length based 

R1 82.78 81.28 
R2 85.36 77.85 
R3 84.67 79.76 

 
Table 4 shows the comparison between results obtained by using different  

methods. 

5   Results and Discussions 

It is clear from table 4, that the frequency based suffix generation approach gives the 
maximum accuracy of 84.27% whereas Length based suffix stripping algorithm gives 
maximum accuracy of 79.63%. 

• The first approach that is length based approach is affected by over-
stemming.  For example the word گاڑياں (automobiles) should be stemmed in 
-are both suf اں and ياں Because .گاڑ but it stemmed it to (automobile) گاڑی
fixes and suffix of maximum length is removed so a part of the word is also 
removed as suffix. 

• The second approach that is frequency based approach is affected by under-
stemming. For example the word بيچنا should be stemmed into بيچ but the 
stemmer stemmed it into بيچن. Because ا and نا both are suffixes but as the 
frequency of ا is more the system removes this as suffix and return the re-
maining word as stem. 
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Moreover both the approaches discussed above are free from any language specific 
inputs and linguistic constraints. So these approaches can be used for other languages 
also. 

 
Effect of stop words on stemming: when we have removed the stop words from the 
training dataset then there is some effect on the suffix list generated (the number of 
suffixes decreases by 2%), but there is no effect on stemming i.e. the result of stem-
mer is same after the stop word removal as it was before the stop word removal. 

The stemmer is also very efficient for stemming English words transliterated in 
Urdu. For example سپلائر ,پرپوزل ,اتهارٹيزs  

6   Conclusion and Future Work 

The approach used in this work gives promising results for Urdu language. As the ap-
proach used is language independent it can be tested and implemented for other lan-
guages in near future. 

As there is some problem of under stemming and over stemming in the used ap-
proaches. In future one can attempt to reduce these effects to improve the efficiency 
of the system. 

As we know that stemmers have tremendous use in the Information Retrieval. We 
plan to make use of the designed stemmer for other related work of Information re-
trieval in case of Urdu language. 
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