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Preface

The Second International Conference on Advances in Computing and Information
Technology (ACITY-2012) was held in Chennai, India, during July 13–15, 2012.
ACITY attracted many local and international delegates, presenting a balanced mix-
ture of intellect from the East and from the West. The goal of this conference series
is to bring together researchers and practitioners from academia and industry and share
cutting-edge development in the field. The conference will provide an excellent interna-
tional forum for sharing knowledge and results in theory, methodology and applications
of Computer Science and Information Technology. Authors are invited to contribute to
the conference by submitting articles that illustrate research results, projects, survey
work and industrial experiences describing significant advances in all areas of Com-
puter Science and Information Technology.

The ACITY-2012 Committees rigorously invited submissions for many months from
researchers, scientists, engineers, students and practitioners related to the relevant
themes and tracks of the conference. This effort guaranteed submissions from an unpar-
alleled number of internationally recognized top-level researchers. All the submissions
underwent a strenuous peer-review process which comprised expert reviewers. These
reviewers were selected from a talented pool of Technical Committee members and ex-
ternal reviewers on the basis of their expertise. The papers were then reviewed based on
their contributions, technical content, originality and clarity. The entire process, which
includes the submission, review and acceptance processes, was done electronically. The
overall acceptance rate of ACITY-2012 is less than 20%. Extended versions of selected
papers from the conference will be invited for publication in several international jour-
nals. All these efforts undertaken by the Organizing and Technical Committees led to
an exciting, rich and a high quality technical conference program, which featured high-
impact presentations for all attendees to enjoy, appreciate and expand their expertise
in the latest developments in various research areas of Computer Science and Informa-
tion Technology. In closing, ACITY-2012 brought together researchers, scientists, en-
gineers, students and practitioners to exchange and share their experiences, new ideas
and research results in all aspects of the main workshop themes and tracks, and to dis-
cuss the practical challenges encountered and the solutions adopted. We would like to
thank the General and Program Chairs, organization staff, the members of the Technical
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Program Committees and external reviewers for their excellent and tireless work. We
sincerely wish that all attendees benefited scientifically from the conference and wish
them every success in their research.

It is the humble wish of the conference organizers that the professional dialogue
among the researchers, scientists, engineers, students and educators continues beyond
the event and that the friendships and collaborations forged will linger and prosper for
many years to come.

Natarajan Meghanathan
Dhinaharan Nagamalai

Nabendu Chaki
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Abstract. This paper investigates the analysis, control and synchronization of
the hyperchaotic Zhou system (2009) via adaptive control. First, an adaptive
control scheme is derived to stabilize the hyperchaotic Zhou system with un-
known parameters to its unstable equilibrium at the origin. Then an adaptive syn-
chronization scheme is derived to achieve global chaos synchronization of the
identical hyperchaotic Zhou systems with unknown parameters. The results de-
rived for adaptive stabilization and synchronization for the hyperchaotic system
are established using the Lyapunov stability theory. Numerical simulations are
shown to demonstrate the effectiveness of the adaptive control and synchroniza-
tion schemes derived in this paper.

Keywords: Adaptive control, hyperchaos, synchronization, hyperchaotic Zhou
system.

1 Introduction

Hyperchaotic system is defined as a chaotic system with more than one positive Lya-
punov exponent. Hyperchaotic system has the characteristics of high capacity, high se-
curity and high efficiency. Typical examples of hyperchaotic systems are hyperchaotic
Rössler system [1], hyperchaotic Lorenz-Haken system [2] and hyperchaotic Chua’s
circuit [3].

The problem of controlling a chaotic system was introduced by Ott et al. ([4], 1990).
The control of chaotic systems is basically to design state feedback control laws that
stabilizes the chaotic systems around the unstable equilibrium points. Active control
method is used when the system parameters are known and adaptive control method is
used when some or all of the system parameters are unknown ([4]-[6]).

Chaos synchronization is a phenomenon that may occur when two or more chaotic
oscillators are coupled or when a chaotic oscillator drives another chaotic oscillator.
In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the idea of
chaos synchronization is to use the output of the master system to control the slave
system so that the output of the slave system tracks the output of the master system
asymptotically.

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 1–10.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Since the pioneering work by Pecora and Carroll ([7], 1990), several approaches have
been proposed for chaos synchronization such as the active control method ([8]-[9]),
adaptive control method ([10]-[12]), sampled-data control method [13], backstepping
method [14], sliding mode control method ([15]-[16]), etc.

This paper investigates the analysis, control and synchronization for the hyperchaotic
Zhou system (Zhou et al. [17], 2009). First, we derive adaptive feedback control for
the hyperchaotic Zhou system about its unstable equilibrium at the origin. Then we
derive adaptive synchronization scheme for the identical hyperchaotic Zhou systems.
The adaptive control and synchronization results derived in this paper are established
using Lyapunov stability theory [18].

This paper has been organized as follows. In Section 2, we give a system descrip-
tion and qualitative analysis of the hyperchaotic Zhou system. In Section 3, we derive
results for the adaptive control of the hyperchaotic Zhou system with unknown param-
eters. In Section 4, we derive results for the adaptive synchronization of the identical
hyperchaotic Zhou systems with unknown parameters. In Section 5, we summarize the
main results obtained in this paper.

2 Analysis of the Hyperchaotic Zhou System

The hyperchaotic Zhou system ([17], 2009) is described by the 4D dynamics

ẋ1 = a(x2 − x1) + x4

ẋ2 = cx2 − x1x3

ẋ3 = −bx3 + x1x2

ẋ4 = dx1 + 0.5x2x3

(1)

where x1, x2, x3, x4 are the state variables of the system and a, b, c, d are constant,
positive parameters of the system.

The system (1) is symmetrical about the x3-axis because it is invariant under the
coordinate transformation

(x1, x2, x3, x4) → (−x1,−x2, x3,−x4)

and the phase portrait of the system (1) in x1x2x4-three dimensional space is symmet-
rical about the origin.

The system (1) is hyperchaotic when

a = 35, b = 3, c = 12 and 0 < d ≤ 34.8 (2)

Figure 1 describes the phase portrait of the hyperchaotic system (1) where the pa-
rameters are takes as in (2) with d = 1.

Obviously, the hyperchaotic system (1) has only an equilibrium point at the origin.
The linearization matrix of the system (1) at the origin is given by

A =

⎡
⎢⎢⎢⎣
−a a 0 1

0 c 0 0

0 0 −b 0

d 0 0 0

⎤
⎥⎥⎥⎦
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Fig. 1. Phase Portrait of the Hyperchaotic Zhou System

The eigenvalues of A are

λ1 = c, λ2 = −b, λ3 =
−a+

√
a2 + 4d

2
, λ4 =

−a−√
a2 + 4d

2

Since λ1 = c > 0, it follows by the Lyapunov stability theory [18] that the origin is an
unstable equilibrium of the system (1).

3 Adaptive Control of the Hyperchaotic Zhou System

3.1 Main Results

In this section, we discuss the adaptive controller design for globally stabilizing the
hyperchaotic Zhou system (2009), when the parameter values are unknown.

Thus, we consider the controlled hyperchaotic Zhou system described by the
dynamics

ẋ1 = a(x2 − x1) + x4 + u1

ẋ2 = cx2 − x1x3 + u2

ẋ3 = −bx3 + x1x2 + u3

ẋ4 = dx1 + 0.5x2x3 + u4

(3)

where u1, u2, u3, u4 are feedback controllers to be designed using the states x1, x2,
x3, x4 and estimates â, b̂, ĉ, d̂ of the unknown system parameters a, b, c, d of the system.

Next, we consider the following adaptive control functions

u1 = −â(x2 − x1)− x4 − k1x1

u2 = −ĉx2 + x1x3 − k2x2

u3 = b̂x3 − x1x2 − k3x3

u4 = −d̂x1 − 0.5x2x3 − k4x4

(4)
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where â, b̂, ĉ and d̂ are the estimates of the system parameters a, b, c and d, respectively,
and ki, (i = 1, 2, 3, 4) are positive constants.

Substituting the control law (4) into the plant equation (3), we obtain

ẋ1 = (a− â)(x2 − x1)− k1x1

ẋ2 = (c− ĉ)x2 − k2x2

ẋ3 = −(b− b̂)x3 − k3x3

ẋ4 = (d− d̂)x1 − k4x4

(5)

We define the parameter estimation error as

ea = a− â, eb = b− b̂, ec = c− ĉ, ed = d− d̂ (6)

Using (6), the state dynamics (3) can be simplified as

ẋ1 = ea(x2 − x1)− k1x1

ẋ2 = ecx2 − k2x2

ẋ3 = −ebx3 − k3x3

ẋ4 = edx1 − k4x4

(7)

We use Lyapunov approach for the derivation of the update law for adjusting the pa-
rameter estimates â, b̂, ĉ and d̂.

Consider the quadratic Lyapunov function defined by

V (x1, x2, x3, x4, ea, eb, ec, ed) =
1

2

(
x2
1 + x2

2 + x2
3 + x2

4 + e2a + e2b + e2c + e2d
)

(8)

which is a positive definite function on IR8.
Note that

ėa = − ˙̂a, ėb = − ˙̂
b, ėc = − ˙̂c, ėd = − ˙̂

d (9)

Differentiating V along the trajectories of (5) and using (9), we obtain

V̇ = −k1x
2
1 − k2x

2
2 − k3x

2
3 − k4x

2
4 + ea

[
x1(x2 − x1)− ˙̂a

]
+eb

[
−x2

3 − ˙̂
b
]
+ ec

[
x2
2 − ˙̂c

]
+ ed

[
x1x4 − ˙̂

d
] (10)

In view of Eq. (10), the estimated parameters are updated by the following law:

˙̂a = x1(x2 − x1) + k5ea
˙̂
b = −x2

3 + k6eb
˙̂c = x2

2 + k7ec
˙̂
d = x1x4 + k8ed

(11)

where k5, k6, k7 and k8 are positive constants.
Next, we prove the following result.

Theorem 1. The hyperchaotic Zhou system (3) with unknown parameters is globally
and exponentially stabilized by the adaptive control law (4), where the update law for
the parameters is given by (11) and ki, (i = 1, 2, . . . , 8) are positive constants.
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Proof. Substituting (11) into (10), we obtain

V̇ = −k1x
2
1 − k2x

2
2 − k3x

2
3 − k4x

2
4 − k5e

2
a − k6e

2
b − k7e

2
c − k8e

2
d (12)

which is a negative definite function on IR8.
Thus, by Lyapunov stability theory [18], it follows that the plant dynamics (7) is

globally exponentially stable and also that the parameter estimate errors ea, eb, ec, ed
converge to zero exponentially with time. ��

3.2 Numerical Results

For the simulations, the fourth order Runge-Kutta method with step-size h = 10−8

is used to solve the hyperchaotic Zhou system (3) with the adaptive control law (4)
and the parameter update law (11). The parameters of the system (3) are selected as
a = 35, b = 3, c = 12 and d = 1. We also take ki = 4 for i = 1, 2, . . . , 8.

Suppose that the initial values of the estimated parameters are

â(0) = 8, b̂(0) = 24, ĉ(0) = 30, d̂(0) = 17

Suppose that we take the initial values of the states of the system (3) as

x1(0) = −6, x2(0) = 7, x3(0) = 20, x4(0) = −18

Figure 2 shows that the states of the closed-loop system (7) converge to the equilibrium
E0 = (0, 0, 0, 0) exponentially with time. Figure 3 shows that the estimates â, b̂, ĉ, d̂
converge to the system parameters a, b, c, d exponentially with time.

0 0.5 1 1.5 2 2.5 3
−20

−15

−10

−5

0

5

10

15

20

25

30

Time (sec)

x
1
 

x
2
 

x
3
 

x
4
 

Fig. 2. Time History of the States of the Controlled Hyperchaotic Zhou System
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Fig. 3. Time History of the Parameter Estimates â(t), b̂(t), ĉ(t), d̂(t)

4 Adaptive Synchronization of the Hyperchaotic Zhou System

4.1 Main Results

In this section, we discuss the adaptive synchronizer design for the identical hyper-
chaotic Zhou systems (2009) with unknown parameters.

As the master system, we consider the hyperchaotic Zhou dynamics described by

ẋ1 = a(x2 − x1) + x4

ẋ2 = cx2 − x1x3

ẋ3 = −bx3 + x1x2

ẋ4 = dx1 + 0.5x2x3

(13)

where x1, x2, x3, x4 are the state variables and a, b, c, d are unknown system
parameters.

As the slave system, we consider the controlled hyperchaotic Zhou dynamics de-
scribed by

ẏ1 = a(y2 − y1) + y4 + u1

ẏ2 = cy2 − y1y3 + u2

ẏ3 = −by3 + y1y2 + u3

ẏ4 = dy1 + 0.5y2y3 + u4

(14)

where y1, y2, y3 are the state variables and u1, u2, u3 are the nonlinear controllers to be
designed.

The synchronization error e is defined by

ei = yi − xi, (i = 1, 2, 3, 4) (15)
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Then the error dynamics is obtained as

ė1 = a(e2 − e1) + e4 + u1

ė2 = ce2 − y1y3 + x1x3 + u2

ė3 = −be3 + y1y2 − x1x2 + u3

ė4 = de1 + 0.5(y2y3 − x2x3) + u4

(16)

We define the adaptive synchronizing law

u1 = −â(e2 − e1)− e4 − k1e1
u2 = −ĉe2 + y1y3 − x1x3 − k2e2

u3 = b̂e3 − y1y2 + x1x2 − k3e3

u4 = −d̂e1 − 0.5(y2y3 − x2x3)− k4e4

(17)

where â, b̂, ĉ and d̂ are estimates of the system parameters a, b, c and d, respectively,
and ki, (i = 1, 2, 3, 4) are positive constants.

Substituting (17) into (16), we obtain the closed-loop error dynamics as

ė1 = (a− â)(e2 − e1)− k1e1
ė2 = (c− ĉ)e2 − k2e2

ė3 = −(b− b̂)e3 − k3e3

ė4 = (d− d̂)e1 − k4e4

(18)

We define the parameter estimation error as

ea = a− â, eb = b− b̂, ec = c− ĉand ed = d− d̂ (19)

Substituting (19) into (18), the error dynamics (18) can be simplified as

ė1 = ea(e2 − e1)− k1e1
ė2 = ece2 − k2e2
ė3 = −ebe3 − k3e3
ė4 = ede1 − k4e4

(20)

We use Lyapunov approach for the derivation of the update law for adjusting the pa-
rameter estimates â, b̂, ĉ and d̂.

Consider the quadratic Lyapunov function defined by

V (e1, e2, e3, e4, ea, eb, ec, ed) =
1

2

(
e21 + e22 + e23 + e24 + e2a + e2b + e2c + e2d

)
(21)

which is a positive definite function on IR8.
Note that

ėa = − ˙̂a, ėb = − ˙̂
b, ėc = − ˙̂c, ėd = − ˙̂

d. (22)

Differentiating V along the trajectories of (20) and using (22), we obtain

V̇ = −k1e
2
1 − k2e

2
2 − k3e

2
3 − k4e

2
4 + ea

[
e1(e2 − e1)− ˙̂a

]
+eb

[
−e23 − ˙̂

b
]
+ ec

[
e22 − ˙̂c

]
+ ed

[
e1e4 − ˙̂

d
] (23)
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In view of Eq. (23), the estimated parameters are updated by the following law:

˙̂a = e1(e2 − e1) + k5ea
˙̂
b = −e23 + k6eb
˙̂c = e22 + k7ec
˙̂
d = e1e4 + k8ed

(24)

where k5, k6, k7 and k8 are positive constants.

Theorem 2. The identical hyperchaotic Zhou systems (13) and (14) with unknown pa-
rameters are globally and exponentially synchronized by the adaptive control law (17),
where the update law for the parameters is given by (24) and ki, (i = 1, 2, . . . , 6) are
positive constants.

Proof. Substituting (24) into (23), we obtain

V̇ = −k1e
2
1 − k2e

2
2 − k3e

2
3 − k4e

2
4 − k5e

2
a − k6e

2
b − k7e

2
c − k8e

2
d (25)

which is a negative definite function on IR8.
Thus, by Lyapunov stability theory [18], it follows that the error dynamics (20) is

globally exponentially stable and also that the parameter estimate errors ea, eb, ec, ed
converge to zero exponentially with time. ��

4.2 Numerical Results

For the numerical simulations, the fourth order Runge-Kutta method with step-size h =
10−8 is used to solve the hyperchaotic Zhou systems (13) and (14) with the adaptive
control law (17) and the parameter update law (24).

The parameters of the hyperchaotic Zhou systems are selected as a = 35, b = 3, c =
12 and d = 1.

We also take ki = 4 for i = 1, 2, . . . , 8.
Suppose that the initial values of the estimated parameters are

â(0) = 7, b̂(0) = 16, ĉ(0) = 20, d̂(0) = 9

Suppose that the initial values of the master system (13) are taken as

x1(0) = 7, x2(0) = −14, x3(0) = 12, x4(0) = −17

Suppose that the initial values of the slave system (14) are taken as

y1(0) = −8, y2(0) = 25, y3(0) = 9, y4(0) = 12

Figure 4 shows that the identical hyperchaotic Zhou systems (13) and (14) are expo-
nentially synchronized with time. Figure 5 shows that the parameter estimates â, b̂, ĉ, d̂
converge to the system parameters a, b, c, d exponentially with time.
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Fig. 4. Time History of the Synchronization Error for Identical Hyperchaotic Zhou Systems
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5 Conclusions

In this paper, we derived results for the adaptive controller and synchronizer for the
hyperchaotic Zhou system (Zhou et al. 2009) with unknown parameters. First, we de-
signed an adaptive control scheme to stabilize the hyperchaotic Zhou system to its un-
stable equilibrium point at the origin based on the Lyapunov stability theory. Then we
designed an adaptive synchronization scheme for the global chaos synchronization of
the identical hyperchaotic Zhou systems with unknown parameters. Our synchroniza-
tion results were established using the Lyapunov stability theory. Numerical simulations
are presented to demonstrate the effectiveness of the adaptive controller and synchro-
nizer schemes derived for the hyperchaotic Zhou system (2009).
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Abstract. Today’s market evolution and high volatility of business require-
ments put an increasing emphasis on the ability for systems to accommodate the 
changes required by new organizational needs while maintaining security objec-
tives satisfiability. This is all the more true in case of collaboration and intero-
perability between different organizations and thus between their information 
systems. Ontology mapping has been used for interoperability and several map-
ping systems have evolved to support the same. Usual solutions do not take care 
of security. That is almost all systems do a mapping of ontologies which are un-
secured. We have developed a system for mapping secured ontologies using 
graph similarity concept. Here we give no importance to the strings that de-
scribe ontology concepts, properties etc. Because these strings may be en-
crypted in the secured ontology. Instead we use the pure graphical structure to 
determine mapping between various concepts of given two secured ontologies. 
The paper also gives the measure of accuracy of experiment in a tabular form in 
terms of precision, recall and F-measure. 

1   Introduction 

Researchers have developed several tools that enable organizations to share informa-
tion, largely, most of these have not taken into the account the necessity of maintain-
ing privacy and confidentiality of data and metadata of the organizations who want to 
share information. Consider the scenario of two different country military wanting  
to share information about a mission at hand while preserving the privacy of their  
systems. To the best of our knowledge current systems do not allow this type of  
information sharing.  

Need for secured information sharing also exists for intra organizational informa-
tion sharing too. Within the organizations different departments may use different 
systems which are autonomously constructed. The secure interoperability may be re-
quired here too. 

Privacy should be maintained for both data and metadata. Metadata describes how 
data is organized (data schema), how access are controlled in the organization( the in-
ternal access control policy and role hierarchies) and the semantics of the data used in 
the organization(ontology). 

Organizations looking to interoperate are largely using metadata like ontologies to 
capture the semantics of the terms used in the information sources maintained by the 
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organizations. Normally it has been assumed that these ontologies will be published 
by the organizations. Published ontologies from different organizations are mapped 
and matching rules are generated. Queries to information sources are rewritten using 
these matching rules so that vocabulary used in the query matches with the vocabu-
lary of information source. 

Unlike the traditional way some organizations may not like to publish their meta-
data or share it with other external users. Yet they want interoperation. In this case the 
privacy of the metadata must be preserved. The external user should not have access 
to ontologies in clear text. So ontologies may be encrypted and then published. The 
mapping system should now be able to recognize mapping in this encrypted ontology. 
Here we present one such system. 

2   Related Work 

The present ontology mapping systems can be classified into the following categories. 

1. Word Similarity based: Here matching is performed based on similarity of 
words describing concepts, properties or names of concepts and properties occurring 
in the ontology.[4] 

2. Structure based: Here structure of ontologies has been used for matching  
concepts.[5][6][7]. 

3. Instance based:  These take the instances under concepts to find matching.[8]. 
These methods are further subdivided into Opaque and pattern based. In Opaque  
instance matching we use statistical properties like distribution, entropy and mutual 
information etc. In Pattern based method instance pattern are matched. 

4. Inference Based: The semantics of concepts under ontologies are expressed  
as rules in a logical language and then the matching is performed using an inference 
engine. 

There are also hybrid algorithms for matching ontologies. 

[1] discusses need for secured data sharing in or among organization and [2] ex-
plains need for secured data mining. [3] proposes two methods  for  privacy preserv-
ing ontology matching. One of which is semi-automatic. And the other requires the 
dictionaries or thesauri or corpuses to be encrypted. Our method falls purely under 
structure based ontology matching which can be applied to encrypted ontologies. [4] 
defines a graph matching technique we used,  in the literature. 

3   Graph Matching Technique Used 

3.1   Generalizing Hubs and Authorities[17] 

Efficient web search engines such as Google are often based on the idea of characte-
rizing the most important vertices in a graph representing the connections or links be-
tween pages on the web. One such method, proposed by Kleinberg [16], identifies in a 
set of pages relevant to a query search the subset of pages that are good hubs or the 
subset of pages that are good authorities. For example, for the query “university,” the 
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home-pages of Oxford, Harvard, and other universities are good authorities, whereas 
web-pages that point to these home-pages are good hubs. Good hubs are pages that 
point to good authorities, and good authorities are pages that are pointed to by good 
hubs. From these implicit relations, Kleinberg derives an iterative method that assigns 
an “authority score” and a “hub score” to every vertex of a given graph. These scores 
can be obtained as the limit of a converging iterative process, which is described in 
section below. 

Let G = (V,E) be a graph with vertex set V and with edge set E and let hj and aj be 
the hub and authority scores of vertex j. We let these scores be initialized by some 
positive values and then update them simultaneously for all vertices according to the 
following mutually reinforcing relation: the hub score of vertex j is set equal to the 
sum of the authority scores of all vertices pointed to by j, and, similarly, the authority 
score of vertex j is set equal to the sum of the hub scores of all vertices pointing to j: 

 

Let B be the matrix whose entry (i, j) is equal to the number of edges between the ver-
tices i and j in G (the adjacency matrix of G), and let h and a be the vectors of hub 
and authority scores. The above updating equations then take the simple form 

 
which we denote in compact form by 

 

Where 

 
Notice that the matrix M is symmetric and nonnegative. We are interested only in the 
relative scores and  we will therefore consider the normalized vector sequence 

 
Where||..||2 is the Euclidean vector norm. Notice that the above matrix M has the prop-
erty that 

 
and from this equality it follows that, if the dominant invariant subspaces associated 
with BBT and BTB have dimension 1, then the normalized hub and authority scores are 
simply given by the normalized dominant eigenvectors of BBT and BTB. This is the de-
finition used in [16] for the authority and hub scores of the vertices of G. The  
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arbitrary choice of z0 = 1 made in [16] is shown here to have an extrenal norm justifi-
cation. Notice that when the invariant subspace has dimension 1, then there is nothing 
particular about the starting vector 1, since any other positive vector z0 would give the 
same result. We now generalize this construction. The authority score of vertex j of G 
can be thought of as a similarity score between vertex j of G and vertex authority of 
the graph 

hubauthority 

and, similarly, the hub score of vertex j of G can be seen as a similarity score between 
vertex j and vertex hub. The mutually reinforcing updating iteration used above can 
be generalized to graphs that are different from the hub–authority structure graph. 

The idea of this generalization is easier to grasp with an example; we illustrate it 
first on the path graph with three vertices and then provide a definition for arbitrary 
graphs. Let G be a graph with edge set E and adjacency matrix B and consider the 
structure graph 

123 

With each vertex j of G we now associate three scores xi1, xi2, and xi3, one for each 
vertex of the structure graph. We initialize these scores with some positive value and 
then update them according to the following mutually reinforcing relation: 

 
or, in matrix form (we denote by xj the column vector with entries xij ), 

 
which we again denote xk+1 = Mxk. The situation is now identical to that of the pre-
vious example and all convergence arguments given there apply here as well. We now 
come to a description of the general case. Assume that we have two directed graphs 
GA and GB with nA and nB vertices and edge sets EA and EB. We think of GA as a 
structure graph that plays the role of the graphs hub −→ authority and 1 −→ 2 −→ 3 
in the above examples. We consider real scores xij for i = 1, . . . , nB and j = 1, . . . , 
nA and simultaneously update all scores according to the following updating  
equations: 

 

This equation can be given an interpretation in terms of the product graph of GA and 
GB. The product graph of GA and GB is a graph that has nA.nB vertices and that has 
an edge between vertices (i1, j1) and (i2, j2) if there is an edge between i1 and i2 in 
GA and there is an edge between j1 and j2 in GB. The above updating equation is then 
equivalent to replacing the scores of all vertices of the product graph by the sum of 
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the scores of the vertices linked by an outgoing or incoming edge. Equation can also 
be written in more compact matrix form. Let Xk be the nB × nA matrix of entries xij at 
iteration k. Then the updating equations take the simple form 

 

where A and B are the adjacency matrices of GA and GB. This equation is further re-
vised by Laure Ninove [18] as follows Where XK is replaced by Sk 

 
BSkA

t +BtSkA 
|| BSkA

t+BtSkA|| 

4   Secured Ontology Mapping Using Graph Matching 

First we explain the graph matching technique we used. Consider the two graphs Ga 
and Gb shown in Figure 1. Suppose we want to match vertex 1 of Ga with vertex 4 of 
Gb , we need to find how much similar the vertices 2 of Ga and 2 of Gb ,  and  2 of 
Ga and 1 of Gb.  

 

Fig. 1. Graphs to be matched 

If A is the adjacency matrix of Ga and B is the adjacency matrix of Gb and S is the 
similarity matrix defined as follows between vertices we can get the total similarity 
matrix between individual vertices can be calculated using the formula 

           BSAt +BtSA 
    || BSAt+BtSA|| 

Here At stands for transpose of A.  S is the initial similarity matrix. The size of S is 
nXm. 

Where m is number of concepts in first ontology and  n is number of ontology con-
cepts in second. 
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The secured mapping method generates adjacency matrices based on hierarchical 
relationship of concepts of the encrypted ontologies  as per the following algorithm. S 
is the unity matrix initially. 

 
Algorithm 1. Generating Adjacency matrix for the encrypted ontology given 

Let O be the ontology given and A for adjacency matrix. If n is the number of  
concepts in ontology O then A has order nXn. 

1. Initialize A [i][j]=0 for all i and j between 0 and n. 
2. For i= 1to n   

                   Begin  
                          Str=get ith concept of O 
                          Collection = get all super classes of Str.  
                          For each Object x  in the  Collection  
                                  Begin 
                                                For  j = 1 to n 
                                                If jth concept of O matches with x then   
        A[i][j]=1; 
                                   End 
                           End 

5   Results 

The evaluation of the proposed system above is carried out for OAEI systematic 
benchmark suite.  Since we compare for equality of names, and give importance to 
structure we need not encrypt the ontology for study of evaluation measures. The 
evaluation measures we considered are Precision, Recall and F-measure. Precision 
gives the ratio of correctly found correspondences over the total number of returned 
correspondences. If R is the reference alignment and A is the found alignment then 
the ratio for precision is      

 
Recall is the ratio of correctly found correspondences to the total number of expected 
correspondences. The formula is 

 
The following formula is used for finding F-measure. 

 
Here α is between 0 and 1. If α is 1 F-measure is same as precision otherwise if it is 0 
then F-measure is same as recall. Usually it is taken as 0.5. 
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Table 1 gives the dataset and the results of experiments in terms of evaluation 
measures stated above. 

Table 1. Result analysis 

Benchmark test no Precision Recall F-measure 
101       1 0.8 0.88 
103       1 0.8 0.88 
104       1 0.8 0.88 

6   Conclusion 

Maintaining privacy in interoperation systems is becoming increasingly important. 
Ontology matching is the primary means of resolving semantic heterogeneity. Ontol-
ogy matching helps establish semantic correspondence rules that are used for query 
rewriting and translation in interoperation systems. For information systems that want 
maximum privacy, the privacy of their ontologies must be maintained. Our system 
gives a method to map ontologies which are secured. Limitations of our system is ac-
curacy in terms of precision and recall. The future work would be to improve this. 
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Abstract. There are various real world situations where, a portion of the image 
is lost or damaged which needs an image restoration. A Prior knowledge of the 
image may not be available for restoring the image, which demands for a know-
ledge derivation from the image itself. Restoring the lost portions of the image 
based on the knowledge obtained from the image area surrounding the lost area 
is called as Digital Image Inpainting. The information content in the lost area 
could contain structural information like edges or textural information like re-
peating patterns. This knowledge is derived from the boundary area surrounding 
the lost area. Based on this, the lost area is restored by looking at similar infor-
mation in the same image. Experimentation have been done on various images 
and observed that the algorithm restores the image in a visually plausible way. 

1   Introduction 

The restoration process can be viewed as an algorithm that fills the gap with the in-
formation obtained from the rest of the image. The results would look natural enough 
that observer without prior knowledge of the original image will not notice the gaps. 
A Preliminary version of this is “Cloning Brush tool” in Adobe Photoshop where the 
user has to provide the information of what to fill in. There are two major methods of 
restoring the missing data. The traditional method concentrates on the structural in-
formation called the isophotes [3], which are lines of similar color. A series of diffe-
rential equations are used iteratively to extend these lines in to the missing area using 
the information obtained from the boundary pixels. Another section of algorithms are 
based on Texture synthesis [1]. This method restores the missing data from an initial 
seed. Before a pixel is synthesized, its neighbors are sampled. Then the whole image 
is queried to find out a source pixel with similar neighbors. At this point, the source 
pixel is copied to the pixel to be synthesized. This is called as pixel based texture  
synthesis. Alternatively Patch based texture synthesis[6,11] could be used for in-
creased computational efficiency, where a small area (patch) is synthesized rather 
than a single pixel. 

Both structural and texture synthesis methods have their strengths and weaknesses. 
The former extends the linear structures well but introduces artifacts such as blur. The 
later avoids the blur but does not extend the linear structures. In general, if the thick-
ness of the area to be restored is very less than the structural methods are advanta-
geous. On the other hand if the thickness is large the texture methods give better re-
sults. This paper uses an algorithm similar to exemplar based method as discussed in 
[6]. It propagates both the texture and the structure and hence restores the missing da-
ta with a good visual quality. 
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The algorithm first fills the information in lost area that lies near the structural area 
and the boundary and then proceeds to other areas. The image texture is propagated 
by direct sampling of the source region. For such restoration the whole image is 
searched for an area that closely matches the boundary. The restoration is done from 
the boundary towards the center. This kind of filling from the boundary towards the 
center is called as “fill front”. Moreover the filling is done in a patch-wise manner. So 
every time when a patch is filled, the boundary changes and the boundary is detected 
again and updated. To ensure a better quality of the image the algorithm checks the 
boundary area for sharp changes like edges and assigns more weights to the unknown 
pixels closer to the edges. The algorithm also gives more weights to the pixels near 
the boundary. The pixel with highest weight is considered for filling first. The algo-
rithm stops when all pixels in the damaged area are restored or synthesized. The re-
sults have been obtained for various parameters.  

2   Restoration Algorithm 

The inpainting algorithm discussed in this paper accepts a damaged image as input 
with the damaged areas marked in special color. The algorithm first groups the pixels 
with the special color as unknown. For ease of comparison, we adopt notation similar 
to that used in the inpainting literature. The lost area which is the region to be filled is 
called as the target region indicated by Ω as shown in the fig. 1. The boundary be-
tween the known and the unknown area or the contour is denoted by δΩ. The unaf-
fected image area is called the source region, Φ. 

 

Fig. 1. Inpainting Problem  

The algorithm in this paper accomplishes restoration on a patch wise manner where 
a patch is a small window or a square matrix of pixels. The terminologies used in this 
paper are derived from Crimsini et.al. For a pixel ‘p’ the patch ψp is formed with ‘p’ 
as the centre as shown in fig. 2a. The patch contains some unknown pixels from Ω 
and some known pixels from Φ with ‘p’ belonging to the boundary. A patch that is 
similar to the known pixels is searched in the entire image (excluding the unknown 
pixels), (i.e.) patch that closely matches with the known pixels of ψp is searched in Φ. 
The patch that yields minimum SSD (Sum of Squared differences) value is taken as 
the best match. This is called as the exemplar patch. The best-match sample from the 
source region comes from the patch ψq as shown in fig. 2b. The values corresponding 
to the unknown pixels are copied from the best matched patch. The unknown pixels of 
ψp are copied from corresponding locations of ψq. A higher number of known pixels 
in the patch ψp increase the confidence of accuracy. Since the pixels are copied as 
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such blurring of edges is avoided. If any other patch near ‘p’ is considered first for 
restoration, edges(structure) will not be extended correctly. Hence the pixels on the 
boundary and the pixels near the edges have to be given a higher priority for restora-
tion process. These priorities are termed as Confidence and Data terms respectively. 

The patch priority is computed as the product of confidence term and data term. 
The patch with maximum priority value is restored first. Once when the highest prior-
ity patch is filled, there will be a change in the confidence values and the boundary as 
shown in fig. 2c. The confidence term of that particular patch will be updated as the 
sum of all the confidence values of the newly filled pixels divided by the total number 
of pixels in the patch. The new boundary is detected and the process is repeated until 
all the patches are filled and till the number of boundary pixels becomes zero. 

          

       Fig. 2a. Higher Priority patch ψp  Fig. 2b. Matching patches ψq   Fig. 2c. ψp filled 

Fig. 2. Inpainting of a patch ψp  

Confidence Term C(p) 
The confidence term of a patch denotes the amount of maximum reliable information 
about the source region in a particular patch. Initially the confidence value is assigned 
as 0 for the target region(Ω) and 1 for the source region(Φ). The confidence value for 
a patch ψp is calculated as in equation 1 
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Where, C(q) is the confidence value of those pixels belonging to the source region 
and the patch ψp..The denominator is the area of the patch, which is the total number 
of pixels in the patch.  

Data term D(p) 
The data term gives the structure information of the image. The structure is measured 
in terms of magnitude of image gradient. The data term for the target region is set as 0 
initially. The data term for a patch ψp is calculated as in equation 2 
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Where pΦ∇  is the maximum value of the image gradient in the patch, α is a norma-

lization factor. Sobel’s Gradient operator [9] is used to calculate the image gradient. 
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The restoration process is given by the following algorithm: 

1. Extract the manually selected target region and its initial front (boundary).  
2. Repeat until there is no boundary pixel: 
a. Identify the δΩ. If the target region exit. 
b. Compute priorities P(p) 

P(p)  =  C(p) * D(p), where C(p) is the confidence term and D(p) is the data term. 
c. Find the patch Ψp with the maximum priority, 
i.e., p = arg max p for all P(p). 
d. Find the best matching patch Ψq Є Φ in source region that minimizes d(Ψ p; Ψ q), 
where d is the Sum of Squared Distance(SSD). 
e. Copy image data from Ψ q to Ψ p for all pixels belonging to the target region. 
f. Update C(p) and the D(p) for the newly filled pixels. 

3   Experimentation 

The algorithm is implemented in Java. Using an image manipulation software the user 
specifies the area to be inpainted with a special color. This image is then given to the 
inpainting algorithm which extracts this unique colored area as mask. The boundary 
of the mask and the confidence term for all pixels in the mask area are calculated. 
While inpainting a colored image, spurious colors are generated by the algorithm if 
different colored channels are inpainted separately. In order to avoid this, the data 
term is calculated individually for each channels and its average is considered for the 
total priority. The patch with highest priority is chosen for filling. For any patch in the 
source region the distance is calculated for each color channel and a sum of the three 
is stored for that corresponding patch. The patch with a minimum total distance is 
considered as best match. The algorithm proceeds as specified in the previous section.  

For any image the patch size should be slightly greater than the smallest texture 
element (Texel). Hence, size of the patch is a constraint of acute interest. Change in 
patch size can bring about visible changes in the output of the system and its perfor-
mance. The experimentation is done for different patch sizes like 3,5,7,9. The patch 
size once selected would be maintained through the whole process. While searching 
for the best samples in the source region, patches are considered in two different for-
mat: overlapping (O) and non- overlapping (NO). Experimentation is done for both 
cases Fig. 3 is a snapshot of the implementation showing the image to be inpainted. 
The user is allowed to choose the image, the patch size and the type of patches. The 
output of the modules of the algorithm could also be viewed. Fig 4 shows a snapshot 
where the image has been restored partially. 

The performance of the algorithm is measured by the speed and the accuracy of 
restoration. The accuracy of the restoration is a usually a subjective process where an 
observer looks at the inpainted image and able to locate where it is modified. The ob-
jective measure can be used when a reference image is available so that the area to be 
inpainted is already known. When the area is not known the image is restored using 
Adobe Photoshop where the user specifies what has to be filled in the inpainting area 
and this is taken as the Reference image. In either case the accuracy and the error in 
reconstruction is calculated with respect to the reference image. 
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Fig. 3. Screen shot of the implementation showing the image to be inpainted  

 

Fig. 4. Screen shot of the implementation showing a partially restored image 

  
Fig. 5a. Before inpainting Fig. 5b.After inpainting 

Fig. 5. Inpainting larger area  
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Experimentation is done for various sizes of target area. Fig. 5a and 6a shows a set 
of input images with larger (L) and smaller (S) target size respectively. Fig. 5b and 6b 
shows the corresponding restored images. The time and accuracy for these images are 
tabulated in Table 1 for various patch sizes and patch types. 

 

  
Fig. 6a. Before inpainting Fig. 6b. After inpainting  

Fig. 6. Inpainting smaller area 

Table 1. Performance of Restoration algorithm for images in Fig 5 and 6 

 
 
In Table 1 NO and O represents non overlapping patches and Overlapping patches 

respectively. L and S represents larger and smaller target area respectively. It could be 
observed that the overlapping patches gives better accuracy and lesser error than Non-
Overlapping patches which implies that reconstruction is better in the former case. 
The time consumed for reconstruction is more for Larger and Overlapping patches 
when compared to Smaller and Non-Overlapping Patches.  
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4   Conclusion 

The experiments have been conducted on various images involving natural scenes, 
regular structured images, different shapes and sizes of the area to be restored. The 
algorithm is robust towards changes in shape and topology of the region to be res-
tored. It preserves edge sharpness and avoids spurious colors. It is observed from the 
results that, overlapping small patches gives better results even for a composite tex-
tured image such as a natural scene image. But when the image has uniform texture or 
no structure, non overlapping patches of any size gives good results. The system gives 
moderate result when the information for filling is not available anywhere in the rest 
of the image.  
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Abstract. This paper introduces the use of Harmony Search with novel fitness 
function in order to assign higher weights to informative features while noisy 
irrelevant features are given low weights. The fitness function is based on the 
Area Under the receiver operating characteristics Curve (AUC). The aim of this 
feature weighting is to improve the performance of the k-NN algorithm. 
Experimental results show that the proposed method can improve the 
classification performance of the k-NN algorithm in comparison with the other 
important method in realm of feature weighting such as Mutual Information, 
Genetic Algorithm, Tabu Search and chi-squared (χ2). Furthermore, on synthetic 
data sets, this method is able to allocate very low weight to the noisy irrelevant 
features which may be considered as the eliminated features from the data set.  

Keywords: AUC, Harmony Search, Feature weighting, Noisy feature elimination, 
k-NN. 

1   Introduction 

In non-parametric density estimation algorithms, the distribution of data is calculated 
without any particular assumption on its parameters. Two popular approaches in these 
algorithms are: Kernel Density Estimation (KDE) and k-Nearest Neighbor (k-NN). K-
NN is a simple classifier that has been used in various real world applications. In 
some cases k-NN is vulnerable with some problems, such as few instances, noisy data 
and too many features, which decrease the performance of k-NN. To improve the 
performance of this classifier, many solutions are introduced. One of the approaches 
to solve those mentioned problems is searching in feature space to find optimal subset 
of features that can improve the classification accuracy of k-NN. This goal can be 
achieved by assigning the weight to all features in order to eliminate irrelevant ones 
from noisy data sets. In this paper, we attack this problem and introduce a novel 
algorithm to deal with. At first, proposed approach assigns different weight to feature 
using Harmony Search and AUC measure as the fitness function. In other words, 
Harmony Search with statistical measure as a fitness function has been used to 
allocate optimal weights to all features to achieve better classification accuracy. 
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This paper is organized as follows: in section 2, related work in this domain is 
reviewed. AUC and Receiver Operating Characteristics (ROC) curve are described in 
section 3. The proposed method is presented in section 4. Section 5 includes data set, 
experimental results and discussion, and conclusion is mentioned in the last section of 
paper. 

2   Related Works 

There is much research considering the problem of feature selection. It has been used 
when I) the number of features is larger than the number of training data, II) the 
number of features is too large for feasible computation III) many features include 
noisy value. These issues can result in a significant drop in classification performance. 

Many methods have been proposed for feature ranking, i.e. Weight Adjusted k 
Nearest Neighbor (WAKNN) which is introduced by Han [7] to overcome the 
problem of curse of dimensionality. He implemented his idea on the text classification 
using k-NN. In his work, each attribute takes a weight using the Mutual Information 
(MI) between each word and the class variable. In the domain of feature weighting, 
another work refers to Weighted Artificial Immune Recognition System (WAIRS) 
[10]. In this paper, MI is the main algorithm for feature weighting. Note that the 
weighted attributes were added to the AIRS. Classification is the final step of AIRS 
algorithm that is performed by k-NN.  

Jankowski and Copernicus recommended weighted k Nearest Neighbor (WkNN) 
idea [8]. In each fold of their algorithm, the initial weights for all features are set to 1. 
During each fold, the values of the weights are summed (subtracted) with Δ value. If 
the upsdated value can improve the accuracy of the k-NN, the new value is replaced 
with old one for corresponding feature. After each fold, weighting procedure returns a 
vector of weights. After all folds, i.e. 10 folds, the algorithm computes a normalized 
vector which is a summation of 10 vectors.  

GAW is a common solution for weighting attributes that is suggested by Tang and 
Tseng [11]. GAW is based on the Genetic Algorithm (GA) with real representation. In 
this paper, weighing approach is used to improve the accuracy of Weighted Fuzzy k-
NN (WFKNN) classifier. Guvenir and Akkus studied on Weighted k Nearest 
Neighbor Feature Projection (WkNNFP) [6]. In WkNNFP, Single Feature Accuracy 
(SFA) procedure is utilized for feature weighting. In SFA, weight of each feature is 
determined according to accuracy which is obtained by considering only this feature. 

Tabu Search (TS) is proposed as a weighting method in [13]. In this paper, a 
Hybrid Tabu Search/K-NN algorithm is proposed to perform both feature selection 
and feature weighting simultaneously. In other words, k-NN is used each weight set 
generated by TS. It searches heuristically in a local neighborhood area and moves 
from a solution to its best admissible neighbor. 

The proposed chi-squared (χ2) Feature Weighting (χ2FW) method can be classified 
as a mutual information approach for assigning features weights [12]. In this sense, 
the mutual information (the Chi-Squared statistical score) between the values of a 
feature and the class of the training instances are used to assign feature weights [12].  
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The algorithm uses Sequential Weighting as the weighting criteria in order to give 
weights to the features. The weighting criteria ranks features according to their χ2 
scores. In other words, the features having the lowest χ2 score have their weights set 
to 1, those with the second lowest-scored features have their weight set to 2 and so on. 
The process goes on until weights are assigned to the highest χ2 scored features [12].  
In the wide range of weighting approach, algorithm processes the usefulness of each 
feature independently. So, the non-linear interaction between features has been 
ignored. While in the proposed method, each Harmony vector takes into account  
this interaction and also their importance (not its importance) on the classification 
problem.   

3   Receiver Operating Characteristic (ROC) 

The Receiver Operating Characteristic (ROC) curve is a two dimensional illustration 
of the classifier performance. It is suitable solution to analyze the classification 
accuracy in the binary class problem. For this purpose, the ROC curve plots the True 
Positive rate (Sensitivity) versus False Positive rate (1- Specificity). The ROC is a 
strong and statistical tool to compare binary classifiers. Sensitivity and Specificity are 
described in (1) and (2). To plot the ROC curve, the sensitivity and specificity need to 
be calculated as follows [3]: 

• True Positive (TP) = number of predicted positive cases that are actually positive. 
• True Negative (TN) = number of predicted negative cases that are actually 

negative. 
• False Positive (FP) = number of predicted positive cases that are actually negative. 
• False Negative (FN) = number of predicted negative cases that are actually 

positive. 

ݕݐ݅ݒ݅ݐ݅ݏ݊݁ܵ                                             ൌ  ்௉்௉ାி௉                                              (1) 

ݕݐ݂݅݅ܿ݁݌ܵ                                                ൌ  ்ே்ேାி௉                                             (2)      

The AUC is a part of the area of the unit square. The AUC is a scalar value, in 
interval [0--1], to show the discriminative power of binary classifiers. If the value of 
AUC is less than "0.5", it shows undesirable result, but if the AUC value of classifier 
is close to "1", it shows a remarkable performance for binary classification. Equation 
(3) shows the AUC formula. 

ܥܷܣ                                      ൌ ∑ ሺܺ௞ െ ܺ௞ିଵሻሺ ௞ܻ െ ௞ܻିଵሻ௡௞ୀଵ                                 (3) 

3   Proposed Method 

The aim of this study is to improve the classification accuracy of the k-NN algorithm. 
One of the best solutions to improve the k-NN classification is that the informative 
features are given large weights while noisy irrelevant features are given low weights. 
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In this respect, a great approach is needed to select the best features easily. For this 
purpose, first contribution of the paper has focused on the Harmony-based feature 
weighting. The Harmony Search is one of the best and popular search tools. Harmony 
Search as a weighting procedure is a novel approach which can classify input 
instances with informative and relevant feature. The second contribution of the paper 
is to use the AUC as a fitness function for Harmony vectors. 

First of all, the data set has been split to the unseen data and training sets. Next, the 
10-fold cross validation function has been used to validate the k-NN. Then in each 
fold, the Harmony Search procedure is called. In Harmony algorithm, a population of 
n Harmony vector has been produced randomly and the fitness function of population 
(Harmony Vectors) is computed. Note that Harmony vectors includes real value in 
range [0--1]. After that, fitness value of each Harmony vector is calculated using 
AUC function. Then evaluated Harmony vectors are used in evolutionary progress. 
The cycle of Harmony Search will be described later. The evolutionary process has 
continued until the conditions are satisfied, i.e. variance of fitness value for the best 
Harmony vector is lower than a predefined threshold. After each fold, the training 
error should be computed with the validation set. For this propose, Harmony 
algorithm returns a vector (in size of features) with the best real values in range [0--1] 
(each value refers to corresponding feature). After that, the weighted features are 
stored to the k-NN algorithm for classification. Note that all weights will be employed 
in edited version of Minkowski metric (8) to compute the distance between training 
and testing instances. After 10 folds, best features are given higher weights while the 
irrelevant ones are given low weights and then they have been used in the k-NN. 
Finally, the testing error has been computed. 

3.1   Harmony Search (HS) 

Harmony Search (HS) is a metaheuristic algorithm that is proposed by Geem et al. 
[2]. HS is inspired by improvisation process of music player and mimicking its 
phenomenon [2]. In improvisation process, musician plays a note to find best 
Harmony. Similar to this process, in engineering problem, a decision variable 
generates a value to find global optimum. HS is a derivative-free, does not require 
initialization setting for decisions values, free from divergence and can deal with both 
types of variables (discrete and continuous) [2,9].  

A new Harmony vector can be made by choosing a pitch from following rules: 1) 
playing one pitch from memory (musician's memory); 2) playing a pitch near to 
pitches in the memory; and 3) playing a random pitch from possible range of pitches. 
Likewise, in HS algorithm, the value of a decision variable is selected according to 
one of the following rules: 1) selecting a value from Harmony Memory (HM); 2) 
selecting a value near to values of HM; and 3) selecting a random value in the 
possible range of values. HS includes some parameters which are described as follow:  

HM (Harmony Memory) encloses all the generated Harmony vectors. Equation (4) 
shows the memory. HMS (HM Size) determines the number of Harmony vectors in 
HM. Each vector is a solution for optimization problem. Note that in experimental 
results, value of HMS is set to 100. 
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                                                                                                                                  (4) 

 

 
HMCR (HM Considering Rate) is a probability number to select a value from HM for 
decision variable (rule 1 and 2) that is illustrated in (5). To satisfy the third above rule, 
we use (1-HMCR) to choose a random value out of the HM but in possible range of 
values. HMCR is a high value because in the music domain, each musician has a 
specific methodology and follows its method in the most melodies. Note that in 
experimental results, value of HMCR is set to 0.9. 

  

                                                                                                                              (5) 

 

PAR (Pitch-Adjusting Rate) is a probability number to determine the rate of small 
changes in values of the variable. We will see in Algorithm 1 that the probability of 
PAR is checked inside the condition of HMCR. In other words, if the random 
generated value is lower than the HMCR, the condition of PAR will be checked, 
otherwise the PAR condition is not checked. This probability is used to satisfy second 
above rule. The PAR value is calculated according to (6). The value of the PAR is 
small because musician follows its method and selects rarely a random Harmony. 
Note that in experimental results, value of PAR is set to 0.1. 

                                                                                                                                                     

                                                                                                                            (6)                                  
 

bw is an arbitrary distance bandwidth that shows the range of small changes in values 
of variable. MaxImp is the maximum number of iterations. Note that in experimental 
results, value of bw is set to 0.001. 

3.2   Fitness Function 

The fitness function used in the HS is based on the AUC [13]. In the AUC algorithm, 
each instance takes a probability score based on its label of neighbors. To compute the 
probability, first, the distance of each sample to the others has been calculated using 
(8) which uses the weight of all features. Then, the labels of k nearest neighbors to 
this sample are considered. The score of each sample has been computed with (7). 

                                                                                                                                  (7) 

 

The Minkowski metric for the weighted feature is changed to (8) which considers the 
weights of attributes. In (8), wi is the weight of ith feature.    
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                                                                                                                             (8) 

It is also referred to as the Lk norm. So, the Euclidean distance is the L2 norm, and the 
L1 norm refers to the Manhattan one. After the computation of scores, TP and FP rates 
are measured, and the ROC curve is plotted. At last, to compute the value of the AUC, 
the area of all trapezoids, which are located under the ROC curve, is calculated. The 
summation of all these areas can be considered as the AUC and fitness of Harmony 
vector. 

4   Experimental Results 

In the testing phase, 10-fold cross validation used to validate empirical results. After 
each fold, the validation set has been used to compute the training error of the k-NN 
classification. After 10 fold, the testing error of the k-NN classification has been 
calculated using the testing set (unseen data). The results of the testing have been 
reported in Tables 2 and 3. The data sets used for the analysis of the model have been 
indexed in Table 1. Experimental results were achieved in two types. In the first type, 
our presented method deals with 9 binary class (multi-class) distribution of data which 
are mentioned in Table 3. All data sets were chosen from UCI repository [1]. Next 
type of testing is applied in order to analyze the behavior of the proposed method on 
generated irrelevant features (Table 2). For the second type, our method tested on the 
seven synthetic data sets which are randomly generated with some relevant and 
irrelevant features [12, 13]. All the synthetic data sets contain 500 samples in the 
binary class distribution. The values of all features (relevant/irrelevant) are randomly 
picked from distribution in interval [0--1]. In all synthetic data sets, a data point 
belongs to positive class if the average value of relevant features for this instance is 
smaller than the threshold; otherwise it belongs to negative class. The threshold is set 
as the average values of all features in whole data. So, for each data set, the threshold 
is deterministic. Table 2 compares the performance of the proposed method with the 
simple k-NN on the synthetic data sets.  

4.1   Discussion 

In this section, results of the proposed method are compared with some important 
feature weighting methods, Mutual Information (MI), Genetic Algorithm (GA), Tabu 
Search (TS) and chi-squared Feature Weighting (χ2FW). Note that the basic classifier 
used in the all mentioned weighting methods is the k-NN. Experimental results show 
that the proposed method can improve the classification performance of the k-NN. 
Furthermore, in a number of cases, k-NN classifier with the Harmony-based 
weighting method can perform better than the simple k-NN (without feature ranking). 
In Table 2, effecting of weighting method on k-NN classification is presented. For this 
purpose, we generated some data sets with different number of relevant and irrelevant 
features. Experimental results show that in all cases of generated data sets, the 
proposed method outperforms the simple k-NN without weighting mechanism.  
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Algorithm 1 HS procedure 
Input(s): Parameter setting 
Output: Best Harmony solution (vector) 
  1: Initial new vector (x') with zero values for all features 
  2: for solution :=1 to HMS 
  3:      Generate random Harmony vector in range [0 1] 
  4:      call the fitness function to compute the fitness of solution  
  5: end for 
  6: for iteration :=1 to MaxImp 
  7:     for feature :=1 to no. of features 
  8:           if rand(0,1) < HMCR then 
  9:              xiteration

' ← select randomly a value of column feature from HM        
10:              if rand(0,1) < PAR then 
12:                  xiteration

' ← xiteration
' + rand(0,1).bw(i); 

13:              end if 
14:           else 
15:              xiteration

' ← randomly select any pitch within bounds          
16:           end if 
17:     end for 
18:     calculate the fitness of new vector x' 
19:     if fitness(x') > fitness (worst vector) 
20:         replace the new vector x' with the worst one 
21:     end if  
22: end for 

________________________________________________ 

Table 1. Data sets is used in this experiment. Number of features and number of samples in 
each data set is mentioned. 

Dataset # features # samples # class 

Glass 10 214 6 

Ionosphere 34 351 2 

Iris 4 150 3 

Hepatitis 19 155 2 

Pima 8 760 2 

Sonar 60 208 2 

Soybean 35 307 19 

Vote 16 435 2 

WBC 10 699 2 
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Table 2. Empirical results of classic k-NN and the proposed approach when irrelevant features 
incorporated into the synthetic data sets 

#  Relevant 

features 

# 
Irrelevant

Features 

Feature 

weighting

Original 

k-NN 

4 6 16.21±1.24 25.01±0.67 

5 5 22.12±1.36 24.54±1.13 

5 8 16.48±0.86 22.87±1.32 

6 4 24.72±1.01 26.65±0.63 

8 5 18.54±0.58 20.72±1.78 

10 10 22.04±0.53 26.98±1.54 

Table 3. Comparison of classification errors between the proposed method and the other 
weighting methods. The best results on each data set is highlighted in bold face. Note that the 
last column refers to results of the proposed method. 

 

k-NN 
without 

weighting 
 

Weighting based 

MI GA TS 
χ2 
FW 

Proposed 
method 

WBC 93.99 95.56 94.52 95.02 96.63 97.82 

Glass 88.43 92.78 89.56 90.40 90.56 94.03 

Hepatitis 84.51 81.29 87.72 84.25 80.74 85.58 

Ionosphere 89.74 89.46 85.48 93.80 90.35 95.72 

Iris 93.33 92.67 96.84 96.70 95.02 97.73 

Pima 69.02 75.01 67.36 74.59 75.97 77.43 

Sonar 85.03 95.95 89.85 94.20 92.51 97.10 

Soybean 89.01 91.55 92.08 90.78 89.65 85.19 

Vote 92.93 95.64 92.65 94.03 94.52 96.13 

 
 

In Table 3, the proposed method outperforms the rest on the data sets such as WBC, 
Glass, Ionosphere, Iris, Pima, Sonar and Vote. In comparison with the mentioned 
weighting methods for k-NN classifier, experimental results prove that the feature 
weighting scheme based on Harmony Search is an impressive solution to improve the 
accuracy of k-NN classifier.  

WAKNN computes the weight of each feature according to value of MI between 
this feature and class label [7]. The reason of WAKNN's weak performance is that 
they process the usefulness of each feature independently. So, the nonlinear 
interaction between features has been ignored. In other words, WAKNN considers  
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the correlation between each feature and the class label independently from other 
features. In some cases, there are two features which the correlation between each 
feature and the class label is low, but the correlation between the combination of them 
as a features subset and the class label is high. However in the proposed method, each 
Harmony vector considers the contribution of all features on the classification 
problem. The Table compares the proposed method with GAW which gives weight to 
features according to GA [11]. In our approach, one of the important advantages is 
AUC fitness function. In GAW, classification accuracy rate of the test set (known 
instances which were tested) is employed for fitness function. Comparison between 
fitness functions of GA and HS illustrates that the AUC is a dominant function and 
assign fitness to Harmony vector with high confidence because of its statistical 
property. So, k-NN classifier with the HS-based weighting algorithm and the AUC 
fitness function outperforms the k-NN with Genetic-based feature weighting.  

The problem of TS is that this kind of search causes the objective function to 
deteriorate [13]. In other words, it may be fall into local optimum without any 
reaching to the best set of weights (in task of feature weighting). Chi-squared Feature 
Weighting (χ2FW) is a weighting method that is calculated according to (9). In (9), i 
and j are discrete variables which can assume l and c possible values, respectively. nij 
and eij are the observed frequency and the expected frequency, respectively. Similar to 
WAKNN, the chi-squared method processes the usefulness of each feature 
independently. So, the nonlinear interaction between features has been ignored. In 
some cases, we need to analyze the effect of a group of features on the classification 
problem instead of considering just one feature. 

                                              ߯ଶ ൌ ∑ ∑ ൫௡೔ೕି௘೔ೕ൯మ௘೔ೕ௖௝ୀଵ௟௜ୀଵ                                             (9) 

Our algorithm shows poor performance on the Soybean and Hepatitis data sets. The 
reason of poor performance is that the weights are inefficient for features. 

5   Conclusion 

In this paper, a novel method has been introduced for feature weighting. The proposed 
method of feature weighting is based on HS. The best Harmony vector returns real 
values in range [0--1] for all features. The weighting of features is based on the fitness 
of the Harmony vector. The fitness of Harmony vector has been calculated using the 
AUC, a statistical measure to compare classifiers. The experimental results show that 
the proposed method improves the k-NN classification. In some cases, the proposed 
method helps the k-NN to result in more accurate classification than some other 
method in the realm of feature weighting such as MI, TS and GA. Furthermore, in the 
synthetic datasets, this method is able to allocate very low weight to the noisy 
irrelevant features which may be considered as the eliminated features from the 
dataset. 



36 A. Adeli et al. 

References 

1. Blake, L., Merz, C.J.: UCI repository of machine learning databases, 
http://www.ics.uci.edu/~mlearn/MLRepository.html 

2. Das, S., Mukhopadhyay, A., Roy, A., Abraham, A., Panigrahi, B.K.: Exploratory power of 
the harmony search algorithm: analysis and improvements for global numerical 
optimization. IEEE Transactions on Systems Man and Cybernetics Part B 41(1), 89–106 
(2011) 

3. Duda, R.O., Hart, P.E.: Pattern Classification and Scene Analysis, vol. 7. Wiley (1973) 
4. Eiben, A.E., Smith, J.E.: Introduction to Evolutionary Computing, vol. 12. Springer (2003), 

http://www.mitpressjournals.org/doi/abs/10.1162/evco.2004.12. 
2.269 

5. Fawcett, T.: Roc graphs, Notes and practical considerations for data mining researchers 
ROC graphs. Intelligent Enterprise 31 (HPL-2003-4) 28 (2003) 

6. Guvenir, H.A., Akkus, A.: Weighted k nearest neighbor classification feature projections. 
In: Proc. of the Twelfth International Symposium on Computer and Information Sciences, 
ISCIS XII, pp. 44–51 (1997) 

7. Han, E.-H(S.), Karypis, G., Kumar, V.: Text Categorization Using Weight Adjusted k-
Nearest Neighbor Classification. In: Cheung, D., Williams, G.J., Li, Q. (eds.) PAKDD 
2001. LNCS (LNAI), vol. 2035, pp. 53–65. Springer, Heidelberg (2001), 
http://dl.acm.org/citation.cfm?id=646419.693652 

8. Jankowski, N.: Discrete feature weighting selection algorithm. In: Proceedings of the 
International Joint Conference on Neural Networks, vol. 1, pp. 636–641 (2003) 

9. Mahdavi, M., Fesanghary, M., Damangir, E.: An improved harmony search algorithm for 
solving optimization problems. Applied Mathematics and Computation 188(2), 1567–1579 
(2007) 

10. Seeker, A., Freitas, A.: Wairs improving classification accuracy by weighting attributes in 
the airs classifier. In: IEEE Congress on Evolutionary Computation, CEC 2007, pp. 3759–
3765 (2007) 

11. Tang, P.H., Tseng, M.H.: Medical data mining using BGA and RGA for weighting of 
features in fuzzy k-NN classification. In: International Conference on Machine Learning 
and Cybernetics, vol. 5, pp. 3070–3075 (2009) 

12. Vivencio, D., Hruschka, E., Nicoletti, M., dos Santos, E., Galvao, S.: Feature-weighted k-
nearest neighbor classifier. In: FOCI 2007, pp. 481–486 (2007) 

13. Zomorodian, M.J., Adeli, A., Sinaee, M., Hashemi, S.: Improving Nearest Neighbor 
Classification by Elimination of Noisy Irrelevant Features. In: Horng, M.-F. (ed.) ACIIDS 
2012, Part II. LNCS, vol. 7197, pp. 11–21. Springer, Heidelberg (2012) 



N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 37–47. 
springerlink.com                                                                 © Springer-Verlag Berlin Heidelberg 2013 

Effectiveness of Different Partition Based Clustering 
Algorithms for Estimation of Missing Values in 

Microarray Gene Expression Data 

Shilpi Bose1, Chandra Das1, Abirlal Chakraborty2, and Samiran Chattopadhyay2 

1 Department of Computer Science and Engineering, Netaji Subhash Engineering College, 
Kolkata- 700 152, India 

bose.shilpi08@gmail.com, chandradas@hotmail.com 
2 Department of Information Technology, Jadavpur University, Kolkata- 700 092, India 

abir126@gmail.com, samiranc@it.jusl.ac.in 

Abstract. Microarray experiments normally produce data sets with multiple 
missing expression values, due to various experimental problems. Unfortunately, 
many algorithms for gene expression analysis require a complete matrix of gene 
expression values as input. Therefore, effective missing value estimation 
methods are needed to minimize the effect of incomplete data during analysis of 
gene expression data using these algorithms. In this paper, missing values in 
different microarray data sets are estimated using different partition-based 
clustering algorithms to emphasize the fact that clustering based methods are 
also useful tool for prediction of missing values. However, clustering approaches 
have not been yet highlighted to predict missing values in gene expression data. 
The estimation accuracy of different clustering methods are compared with the 
widely used KNNimpute and SKNNimpute methods on various microarray data 
sets with different rate of missing entries. The experimental results show the 
effectiveness of clustering based methods compared to other existing methods in 
terms of Root Mean Square error. 

Keywords: Microarray analysis, missing value estimation, c-means, fuzzy  
c-means, possibilistic c-means, fuzzy possibilistic c-means. 

1   Introduction 

Recent advancement of microarray technologies has made the experimental study of 
gene expression data faster and more efficient. Microarray techniques, such as DNA 
chip and high density oligonucleotide chip are powerful biotechnologies as they are 
able to record the expression levels of thousands of genes simultaneously [1].  

The data generated in a set of microarray experiments are usually gathered in a 
matrix with genes in rows and experimental conditions in columns. Frequently, these 
matrices contain missing values (MVs). This is due to the occurrence of imperfections 
during the microarray experiment (e.g. insufficient resolution, spotting problems, 
deposition of dust or scratches on the slide, hybridization failures etc.) that create 
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suspected values, which are usually thrown away and set as missing [2]. In large-scale 
studies involving thousands to tens of genes and dozens to hundreds of experiments, 
the problem of missing values may be severe. Virtually every experiment contains 
some missing entries and more than 90% of genes are effected. The presence of 
missing gene expression values constitutes a problem for downstream data analysis, 
since many of the methods employed, such as principal component analysis [3] or 
singular value decomposition [4] (e.g. classification and model-based clustering 
techniques) require complete matrices . Due to economic reasons or biological sample 
availability, repeating the microarray experiments in order to obtain a complete gene 
expression matrix is usually not feasible and also analysis results can be influenced by 
the estimation of replacing the missing values. Thus, in order to minimize the effect 
of missing values on analysis and avoid improper analysis, missing value estimation 
is an important preprocess. 

Generally, the procedures for dealing with the randomly present missing data can 
be grouped into three categories [5], [2]: (1) Ignorance-based procedures: This is the 
most trivial approach to deal with data sets when the proportion of complete data is 
small, but the elimination brings a loss of information; (2) Model-based procedures: 
This is a missing data recovery method, which defines a model for the partially 
missing data. However, the complexity of the method prevents the applications of 
large data sets; (3) Imputation-based procedures: This is the type of missing data 
substitution methods, which fill the missing values by certain means of 
approximation. Statistical imputation belongs to this category, where the missing 
values are substituted by a statistically inspired value that has a high likelihood for the 
true occurrence, for example the mean values computed from the set of non-missing 
data records. 

There are several simple ways to deal with missing values such as deleting genes 
with missing values from further analysis, filling the missing entires with zeroes, or 
imputing missing values of the average expression level for the gene (’row average’) 
[2] etc. Two advanced estimation methods for missing value estimation in microarray 
data have been proposed by Troyankaya et al. [5]; a weighted K-nearest neighbor 
method (KNNimpute) and a singular value decomposition method (SVDimpute). 
KNNimpute method is proposed as a robust and sensitive method for missing value 
estimation. It uses the KNN procedure to select genes, and uses weighted linear 
combinations to predict missing values. Recently, there is an estimation method called 
sequential K-nearest neighbor method (SKNNimpute) [6] for microarray data. This 
imputes missing values sequentially from the gene having least missing values and 
uses the imputed value for the latter imputation. Efficiencies of KNNimpute and 
SKNNimpute are better than the above mentioned simple methods in terms of missing 
value prediction error on non time series or noisy data. SVDimpute that takes all gene 
profile correlation information into consideration yields best results on time series 
data with low noise levels. However, estimation abilities of KNNimpute and 
SKNNimpute depend on the important model parameter K-value, the number of gene 
neighbor used to estimate the missing value. The parameter is usually specified by the 
user, which requires the user have some domain knowledge. There is no theoretical 
way, however, to determine these parameters appropriately. Several other methods 
have also been developed to estimate missing values. Bayesian principal component 
analysis (BPCA) [7] is shown to perform exceptionally well [8], [9]. However, BPCA 
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is a sophisticated method that is highly dependent on the number of principal axes [8]. 
The fixed-rank approximation algorithm (FRAA) proposed by Friedland et al. [10] 
carries out the estimation of all missing entries in the gene expression data matrix 
simultaneously based on the singular value decomposition (SVD) method. Local 
least-squares imputation (LLSimpute) by Kim et al. [11] exploits the local similarity 
structures in the data and uses the least-squares optimization method to find the 
missing values that are represented as a linear combination of similar genes. 
However, the prediction error generated using these methods still impacts on the 
performance of statistical and machine learning algorithms including class prediction, 
class discovery, and differential gene identification algorithms [12]. There is, thus, 
considerable potential to develop new techniques that will provide minimal prediction 
errors for different types of microarray data including both time and non-time series 
sequences. 

Current research demonstrates that if the correlation/similarity between genes is 
exploited then missing value prediction error can be reduced significantly [13] in gene 
expression data. Cluster analysis [14], which partitions the given data set into distinct 
subgroups, is also applied to predict missing values in microarray data. Intuitively, 
objects in a cluster are more similar to each other than those belonging to different 
clusters. In this sense, objects in a cluster are more correlated with each other, whereas 
objects in different clusters are less correlated. As it can partitions different objects into 
groups, based on some similarity/dissimilarity criterion, it can also be used to discover 
structures based on similarity/dissimilarity in gene expression data without providing 
any interpretation. After clustering, missing values present in a gene can be predicted 
more accurately from other similar genes belonging to the same cluster. 

In this paper, prediction accuracies are given for estimation of missing values in 
microarray gene expression data with respect to RMS error, using different partition 
based clustering algorithms. The effectiveness of the partition-based clustering 
methods, along with a comparison with SKNN and KNN imputation methods, is 
demonstrated on three microarray data sets. 

2   Different Partition-Based Clustering Algorithms for Estimaion 
of Missing Values 

In this section different partition-based clustering algorithms are described and then a 
new imputation method has been demonstrated to predict missing values in 
microarray gene expression data. 

2.1   Notation 

Throughout this paper, microarray data are represented by matrices with rows 
corresponding to genes and columns to experimental conditions. In particular, G 
represents original data matrix (with real MVs), while S is a complete gene 
expression matrix without any missing values with N genes and E experiments (with 
N >> E) after preprocessing G. In this S matrix, data are randomly deleted to create 
test data matrix T. X represents a set containing N number of genes. Every gene 
contains E number of attributes. 
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2.2   c-Means Clustering Algorithm 

The algorithm proceeds by partitioning N number of objects into c nonempty subsets. 
During each partition, the centroids or means of the clusters are computed. This 
process iterates until the criterion function converges. Typically, the square-error 
criterion is used, defined as 

                                   (1) 

The main steps of the c-means algorithm [15] are as follows: 

1) Arbitrarily choose c number of object from X and they are assigned in mi, i = 1 to c 
as initial cluster means. 
2) Assign each data object xk to the cluster Ui for the closest mean. 
3) Compute new mean for each cluster using 

                                        (2) 

where |Ui| is the number of objects in cluster Ui. 
4) Iterate until criterion function converges, i.e., there are no more new assignments. 

2.3   Fuzzy c-Means (FCM) Clustering Algorithm 

This is a fuzzification of the c-means clustering algorithm. It partitions a set of N 
objects {xk} into c clusters by minimizing the objective function 

                                 (3) 

where 1 ≤ p < 1 is the fuzzifier, mi is the ith cluster center, μik Є [0, 1] is the 
membership of the kth pattern and ||.|| is the distance norm, such that 

                                       (4) 

and 

                                         (5) 

dik = ||xk − mi||
2, subject to   and   
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The algorithm [16] proceeds as follows: 

1) Pick the initial means mi, i = 1, · · · , c. choose value for fuzzifier p and threshold ε. 
Set the iteration counter t = 1. 
2) Repeat Steps 3-4, by incrementing t, until |μik(t) − μik(t − 1)| > ε. 
3) Compute μik by eqn. (5) for c clusters and N data objects. 
4) Update means mi by eqn. (4). 

2.4   Possibilistic c-Means (PCM) Clustering Algorithm 

It partitions a set of N objects {xk} into c clusters by minimizing the objective 
function 

               (6) 

where 1 ≤ q < 1 is the fuzzifier, mi is the ith cluster center, tik Є[0, 1] is the typical 
membership of the kth pattern, ηi are suitable positive integers and ||.|| is the distance 
norm, such that 

                                         (7) 

and  

                                         (8) 

and 

                                        (9) 

here typically K is chosen to be 1. The main steps of the PCM algorithm [17] are as 
follows: 

1) Pick the initial means mi, i = 1, · · · , c. choose value for fuzzifier p and threshold ε. 
Set the iteration counter it = 1. 
2) Repeat Steps 3-4, by incrementing it, until |tik(it) − tik(it − 1)| > ε. 
3) Compute tik by eqn. (8) for c clusters and N data objects. 
4) Update means mi by eqn. (7). 

2.5   Fuzzy-Possibilistic c-Means (FPCM) Clustering Algorithm 

It partitions a set of N objects {xk} into c clusters by minimizing the objective 
function 
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                       (10) 

subject to the constraints p > 1, q > 1, 0 ≤  μik, tik ≤ 1, and 

                                           (12) 

and 

                                               (12) 

and 

                                   (13) 

here μik is the fuzzy membership value given in eqn. (5) and tik is the typical or 
possibilistic membership value given in eqn.(8), p and q are fuzzifiers. 

The main steps of the FPCM algorithm [18] are as follows: 

1) Pick the initial means mi, i = 1, · · · , c. choose value for fuzzifier p, q and threshold 
ε. Set the iteration counter it = 1. 
2) Repeat Steps 3-4, by incrementing it, until |μik(it) + tik(it) − μik(it − 1) + tik(it − 1)|  
> ε. 
3) Compute μik by eqn. (5) and tik by eqn. (8) for c clusters and N data objects. 
4) Update means mi by eqn. (13). 

2.6   Imputation of Missing Values 

Initially, all missing values in T are replaced by the estimation given by row (gene) 
averages to obtain a complete matrix. Specially, this step of gene average substitution, 
performed in all clustering methods, provides the possibility of contributing the 
maximum number of genes for estimating the missing values. Then any one of the 
above mentioned clustering algorithms are executed on this complete matrix. The 
missing values are imputed by making use of the weighted mean of the values of the 
corresponding attribute over all clusters. The weighting factors are the membership 
degrees uik of a gene xk to the ith cluster. The missing gene expression value xkj is 
imputed by: 

                                        (14) 
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where uik is the membership value of kth gene in the ith cluster. vij represents value of jth 
attribute of mean of ith cluster and l is the fuzzifier. For hard c-mean clustering 
membership values are either 0 or 1. 

The main steps of the imputation algorithm is as follows: 

1) Initially all missing values in T are replaced by the estimation given by row (gene) 
averages for obtaining a complete matrix. 
2) Apply any one of the above mentioned clustering algorithm to cluster genes. 
3) Estimate missing values by using eqn.(14) with the means obtained from clustering 
result. 
4) Repeat steps 1 and 2 for different number of clusters. 

3   Experimental Results 

The above mentioned different partition-based clustering algorithms are compared 
with the previously developed KNNimpute and SKNNimpute methods by imputation 
of microarray data. Data sets used in this work are selected from publically available 
microarray data. Three microarray data sets are used: cluster analysis and display of 
genome-wide expression patterns (data 1) [19], Genomic expression programs in the 
response of yeast cells to environmental changes (data 2) [20] and the transcriptional 
program in the response of human fibroblast to serum (data 3)[21]. The metric used to 
assess the accuracy of estimation is Root Mean Squared (RMS) error which is 
calculated as follows: 

                            (15) 

where Rh is the real value, Ih is the imputed value, and n is the number of missing 
values. 

Before any further process, each data set is preprocessed for the evaluation, by 
removing rows and columns containing missing expression values greater than 50% 
and rest are replaced by row average values, yielding complete matrices. For every 
data set between 1 and 20% of the data are deleted at random to create test data set. 
Each method is then used to recover the introduced missing values for each data set, 
and the estimated values are compared to those in the original data set. 

Every clustering method is executed for c = 5 to 50, where c is the number of 
clusters. The experiments show that for c > 50 the clustering results detoriates. The 
value of fuzzifier is varied from 1.2 to 2. For every clustering method best result (i.e. 
minimum RMS error) is taken for different values of fuzzifier as well as for different 
values of number of clusters (c).The result is shown for different rate of missing 
entries present in every data set. 

The efficiency of different partition-based clustering methods mentioned here are 
compared with the KNNimpute and the SKNNimpute methods by applying them to 
three microarray data sets with different missing rates. Both KNNimpute and 
SKNNimpute methods require the value of k which is the number of nearest 
neighbors used in imputation. When k is between 5 and 20, they have given good  
performances. Accordingly, minimal RMS errors of these two methods are shown by 



44 S. Bose et al. 

varying k between 5 to 20 in every data set with different rates of missing values. In 
Table 1, prediction accuracies of different clustering methods are shown for different 
number of clusters. In Table 2, only best results are shown for data 2 and Data 3 using 
different clustering algorithms. 

In figure 1, it is found that c-mean has given best results compared to all other 
partition-based clustering algorithms mentioned here and also with respect to 
KNNimpute and SKNNimpute methods for all different rates of missing entries in 
data 1 and data 2. FCM, PCM, and FPCM clustering methods also have given better 
results with respect to KNNimpute and SKNNimpute methods for all cases in data 1 
and data 2. For data 3, FCM gives best results for all rates of missing. The other 
clustering methods have also given better results compared to KNNimpute and 
SKNNimpute methods for data 3. 

Table 1. Comparative Performance Analysis of Different Clustering Methods on Data 1 

 

Table 2. Best Performance of Different Clustering Methods on Data 2 and Data 3 
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Fig. 1. Comparison of accuracy of Different clustering methods with KNNimpute and 
SKNNimpute methods for three types of data sets over 1 to 20% data missing. The accuracies 
are evaluated by RMS error. 
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4   Conclusion 

In this paper, the performance accuracy of different partition-based clustering 
algorithms for missing value estimation in microarray data sets are compared with 
KNNimpute and SKNNimpute methods. The experimental results show that in all 
cases clustering methods have given better results than KNNimpute and SKNNimpute 
methods in terms of RMS error. So, it can be concluded that clustering methods are 
also very effective for missing value estimation in microarray gene expression data. 
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Abstract. Though many systems are available for discrimination between earth-
quakes and explosions, our introduces new advances and some rudimental results 
of our ongoing research project. To discriminate between earthquakes and explo-
sions, temporal and spectral features extracted from seismic waves, additional 
some seismological parameters (such as epicenter depth, location, magnitude) are 
crux for rapid and correct recognizing event sources (earthquakes or explosions). 
Seismological parameters are used as the first step to screen out obvious earth-
quake events. Fourier transforms (FFT), chirp-Z transforms, wavelet transforms 
have been conducted and some prominent features are acquired by present expe-
rimental dataset. In some experiments, wavelet features plus support vector classi-
fication (SVC) have reached very high correct recognition rate (>90%). This  
proposed paper can be used in evolving scenarios. 

Keywords: Classification, Recognition, Earthquake, Explosion, Tempo-
Spectral features, Support Vector Machines (SVC). 

1   Introduction 

The research on seismic signal processing, analysis, and further discrimination of 
earthquakes and explosions plays a fundamental role in the development of seismolo-
gy, and is also indispensable for public welfare and world peace. Modern digital 
seismographs may record seismic waves of earthquakes and significant explosions 
occurring sequentially or simultaneously. These sequential or simultaneous occurring 
characteristics would be harmful to properly explain the recorded seismic waves and 
might beget some false conclusions. So it is very meaningful to separate earthquake 
events and explosion events which may occur sequentially or simultaneously from 
recorded seismic waves. The separation of simultaneously occurring earthquake and 
explosion events is one aim of our next researches, and should be investigated in fur-
ther researches by some special signal processing techniques such as independent 
component analysis [1]. 

We are presently focused on the separation of sequentially occurring earthquake 
and explosion events or unrelated earthquake and explosion events. Sequentially oc-
curring continuous or intermittent events have been processed, and saved in seismic 
wave files so that each file contains only one event, earthquake or explosion. 
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2   Discriminative Features 

It has been shown [2][3] that the hypocenters of earthquakes are almost deeper than 
those of explosions.  This may impact the travel ways of seismic waves. In addition, 
the origin mechanisms of the 2 event types differ essentially. Many different temporal 
and spectral features  (the ratio of different magnitude scales [4], seismic phase,  
P-wave initial arrival time, the direction of P-wave initial arrival, the ratio of P/S-
wave magnitude values, relationship of waves, complexity of wave, ratio of spec-
trums, cestrum, instantaneous spectrum, etc) have been proposed and investigated, but 
no ideal feature(s) is widely accepted due to the problem's complexity and proposed 
and some encouraging rudimentary results have been acquired [5]. Initially by Fourier 
transform (FFT), overall spectrum layout is acquired. Fourier transform transfers a 
time domain signal into frequency domain. In the discrete form, its definition is as 
following: 
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transform is a classical algorithm with thinning spectrum [6]. This algorithm is formulated 
from discrete Fourier transform. For N - points length time signal x(n) , the Chirp-Z 
transform is defined as [7]: 
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Where ℘−== jj eWWeAA 00 , ; A, W both is Real numbers. If A0 >1, the integral or 

accumulative path of CZT is outside the unit circle; otherwise, the path is inside the 
unit circle. If W0 >1, the path rotates inwards; otherwise, rotates outwards. If A0  = 
W0  = 1, the path is an arc along the unit circle. 

0Θ   is the onset angular frequency, 

℘  is the sampling interval also known as angular increment. 

Let θr = θ0 + rϕ0 , r = 0, 1, L, M -1 are interested points of frequency range. If θ0 = 0, 

M = N, Chirp-z transform and discrete Fourier transform are the same. If ϕ0   = 2π / M < 

2π / N, CZT sampling spectrum X (z r ) is finer than DFT, it may acquire more precise 
spectrum characters. 

The result [5] of an experiment for discriminating 40 earthquakes and 40 explo-
sions with 0.01 Hz-5 Hz frequency range are listed in Figure 1. In this figure, abscissa 
axis represents the logarithm value of average energy (normalized), the ordinate axis 
means the logarithm value of dominant frequencies; and Red circles represent ex-
plosion events, Blue asterisks represent earthquake events. 
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Fig. 1. Rudimentary result [5] of chirp-z transforms 

This means that appropriaten=0 window length of seismic signal may also be an im-
portant role in the classification of earthquake and explosion. But these seemingly en-
couraging results are very limited when applied to more other sites events.  

Features extracted from chirp-z transform and wavelet transform are actually tem-
poral-spectral quantities. How to combine theses temporal-spectral features with clas-
sical event features, wave temporal and spectral features for acquiring more robust 
classification and recognition result is imperative but challenging due to heterogeneity 
of earth structure and complexity of event behaviors. Thus, location comparability 
and magnitude scale comparability are fundamental requirements for high accurate 
explosion recognition. 

3   Recognition Features 

In pattern recognition field, recognition and classification are often interchangeably 
used though their meanings are subtle different from each other. Strictly speaking, 
recognition is identified a new sample as one of some several presumable classes, and 
classification is the process of designing some rule(s), then designating each of a 
group of samples to one of correspondent class. For a pattern recognition system, rec-
ognition is often considered in testing and practical application phases, and classifica-
tion is often considered in training and learning phases. A typical pattern recognition 
system is sketched in Figure 2. 

The transform of 4-wavelet packet has also already been investigated to extract 3 
types of wave features - energy ratio, Shannon entropy and logarithmic energy entropy: 
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These features are supplied to a classifier of v-SVC (support vector classifier) for ve-
rifying the capabilities of these features. In three approaches of pattern recognition: 
syntactic, neural and statistical, the last one is main force in many practical recogni-
tion applications. In the statistical approach of pattern recognition, the main focus of 
researches is acquiring some technique for best generalization of decision rules which 
derived from training samples in experimental data sets. This approach requires a po-
werful computational capability, demanding some flexible use of numerical programs 
for studying the data set as well as tools for evaluating the data analysis procedures 
themselves. As many new techniques are still being proposed in the literature, an 
easy, robust one. 

 

Fig. 2. Sketch of Pattern Recognition system 

The results [8] showed that the feature of Shannon entropy is the best candidature 
to discriminate earthquake and explosion among the above three features. Classifica-
tions by v -SVC are carried out for more elaborate recognition tests. The results show 
that window length is also an important factor for recognition rate. The recognition 
rates of several different window lengths are ranged from 81% to 98%. The best  
window length is 2000 sampling points which achieves 98% programming tool or 
platform is needed that enables a fast and flexible algorithm implementation. Hereby 
the use of a widely available numerical toolset like Matlab may be profitable for both, 
the use of existing techniques, as well as for the study of new algorithms. Moreover, 
because of its general nature in comparison with more specialized statistical environ-
ments, it offers an easy integration with the preprocessing of data of any nature. This 
may certainly be facilitated by the large set of toolboxes available in Matlab. So the 
recognition algorithms are current implemented in Matlab. 

Because of abounding pattern recognition algorithm existing in literature, each dif-
ferent algorithm may be best for its suitable situation and sample data structure. But 
none of any single algorithm is good for any structural samples. So, basing upon the 
careful analysis of present problem's sample structure, several typical algorithms have 
been selected to accommodate the classification of earthquake and explosion. They 
are Fisher's classifier, a classic linear classifier which suitable to linear classifiable 
problem; ICHAM (Improved Continuous Hamming's Method) classifier, which suita-
ble to interleaving conglobation sample structure problem; general linear classifier, 
different from Fisher's by no need to calculate covariance and ever applicable to some  
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non-linear classifiable problem if incurring errors is acceptable; Parzen's classifier, 
which not needs any presumption and completely learned from data; and a  
v-SVC(support vector classifier), which entirely is in a new frame and theoretically 
can be used to formulate almost any shape of delimitating boundary line for any struc-
ture's samples, linear classifiable and non-linear classifiable. 

The parameters [8] for ν-SVC are set as follows: 

ν =0.5; Kernel is Sigmoid  

))tanh((),( cxxxxk jiji +−Υ=  

Where ji xx ,  are ththji −− sample vector(s) respectively. Parameters in Sigmoid ker-

nel: γ = 1 / 100, c = 0. 

4   Decision Support System 

Construction of suitable decision support system is the best solution for explosion 
recognition and earthquake vs. explosion events classification. The schematic layout 
for the decision support system of recognizing natural earthquake events and explo-
sion events is displayed in Figure 3 and a snapshot of user operation interface is dis-
played in Figure 4. The developing platform of this system is MS Visual Studio 2008, 
programming language is C#. Most seismic signal processing algorithms are coding 
and developing in Matlab (v7.1) and packed as dll (dynamic-link library) files. 

 

Fig. 3. Layout of the decision support system 
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Fig. 4. Interface of the decision support system 

E Event wave data that stored in popular seismic data formats such as evt, sed, sac, 
and txt can be read in and processing in current developing phase, more data formats, 
especially seed (Standard for the Exchange of Earthquake Data), are planning to add 
into the system. Prevailing seismic wave data are stored as one file for one event, 
which may contain more than 100 observatory stations, and generally each station has 
3 channels (UD, EW, NS). Thus, the size of one wave data file may larger than 
500MB for some events. 

Raw seismic wave records may contain a great deal of silent void data, outburst 
disturbing data, environmental noising data, device trending excursion, etc. So some 
appropriate data preprocessing must be applied before any meaningful signal 
processing and wave feature extraction. 

Event features such as event magnitude(s) (Ms, Mb, etc), hypocenter depth, epi-
center longitude/latitude, must be inputted into the system by user(s), and stored in an 
event catalog database. However, the raw event wave file cannot be directly stored in 
database due to its huge size (may > 500MB/single file). But the name of raw event 
wave file must be associated with event catalog, and can be simultaneously stored in 
the database. 

Temporal features extracted from event waves shall be acquired by user's interact-
ing operation with the waves in the software interface. P-wave initial arrive time,  
S -wave initial arrive time, P-wave initial magnitude, P-wave maximal magnitude,  
S-wave maximal magnitude etc, these temporal-related wave signal values can be ob-
served and measured in seismic wave graph. Temporal features can be gotten or cal-
culated from these measurements. 
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Spectral features are computation-consuming quantities. In order to utilize Matlab's 
powerful scientific computing capabilities, all spectral features extraction algo-
rithms(chirp- Z, wavelet, Hilbert-Huang etc) are coded and completed in Matlab and 
these algorithms are packed in several DLL files for convenient called by the system's 
user. 

Explosion recognition and classification of earthquake and explosion events are the 
core parts of the system. Several pattern classification algorithms (SVC, Fisher's, 
ICHAM, Linear, and Parzen's Classifier) have been implemented in the system. Of 
these algorithms, SVC (support vector classifier) is the most robust one for our 
present experiments. 

5   The Working of Next Step 

The main and core parts of system's software have basically been completed, but there 
are still many problems waiting to be solved. Algorithms' bugs may unceasingly be 
found, and algorithms' limitations also perhaps will be faced when more event data ar-
riving and more experiments being conducted. So algorithms improvements and ever 
adaptations are always needed. Statistical decision module is also needed due to dif-
ferent pattern recognition algorithm may derive inconsistent conclusions for just one 
event source (explosion or earthquake). 

For clarification, the workings of next step are briefly listed as follows: 

• Refining user interface, wave operation, wave signal filtering; 
• Debugging temporal, spectral, tempo-spectral feature extraction algorithms; 
• Implementing features browse and update; 
• Refining explosion recognition algorithm; 
• Completing statistical decision and inference module. 
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Abstract. The concept system with rich content is the key to improve the per-
formance of knowledge-based artificial intelligence knowledge system. And a 
sufficient number of concepts, rich in semantic association, to meet the multi-
tasking and developed concept system are one of the major challenges of  
knowledge engineering. It is the fundamental goal of conceptualization of 
knowledge, too. In this paper, for the study of natural language processing, 
from the perspective of development of the concept, a framework is proposed to 
building concept system. 

Keywords: Natural Language Processing, concept system, ontology, semantics, 
knowledge. 

1   Activities of Senior Intelligence  

The Original intention of artificial intelligence is to simulate person's intelligence. 
However, because we know little about the generating process of living beings’ (es-
pecially human) intelligent behavior, we can only explore the problem that is easier to 
solve by existing tools. The knowledge expressions that are used by existing systems 
of artificial intelligence are all aimed at particular application. That is problem 
oriented. Both Symbolisms and Connectivism are all approximation of knowledge re-
presentation. With the development of artificial intelligence in deep and application, 
many problems put forward a challenge for the existing technology of artificial intel-
ligence. The applications that had been paid more attention are as the following sev-
eral aspects [1]. 

(1)Although we have find much new applicable technology about machine transla-
tion, automatic abstract, question-answering system and so on in the field of natural 
language processing, it is the calculation of concept which is not the keyword match-
ing even in a small category, such as what is the meaning of “Li go tomorrow”. 

(2)In the field of problem solving, being different from weak method and the method 
of expert system which put the state space search as its core ,many new applications 
put forward higher request to the method which is based on knowledge ,and it out-
stands more and more knowledge intensive features. For example, the low temperature 
disaster happened in the middle and low areas of the Yangzi River before the Festival 
Spring in 2008 years. Its rescue involved the weather, traffic, electric power, medical 
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treatment, civil affairs, and many other fields of knowledge. It no longer meets the rea-
soning realization of the classic expert system but the concept association. 

(3)In the field of Web information processing, for the extraction of the interested in-
formation and the filter of the harmful information online, we have developed the text 
mining, public opinion monitor, vertical search and other new demand, and the user 
hope to put the Web as a problem solver but not a resource pool. 

(4)In the filed of scene analysis, for the computer vision and pattern recognition, we 
apply ourselves to the understanding of the image consistently and we hope to find 
the public emergencies, to recognize and alarm the internal theft of self-service bank, 
to find the old man’s abnormal step appearance by accompanying robot and to fore-
cast the production of food, and so on, through the image analysis which is captured 
by camera or remote sensing satellite. 

(5)In the field of distributed computing, such as MAS (Multi-Agent Systems) and the 
robot football, it is not simple the task distribution or data distribution but needs fu-
sion, collaboration and coordination. 

(6)The challenge of NP problem. For example, the problem of protein folding is the 
process to study how a string of amino acids could fold almost in a moment and form 
a kind of very complex three-dimensional structure protein. It would take 10127 years 
for a super computer which used the verisimilitude for this project calculation to look 
for the final folding form of a short sequence which consists of only 100 amino acids 
[2]. There are a lot of problems like this. 

The common between previous six problems and the problems of traditional artificial 
intelligence is the needing of knowledge, but they have the absent distinction. To 
solve them, senior intelligence system has to deal with a lot of variables. It is not a 
stack of simple concept (knowledge), but needs to understand the dependent of con-
cept and highlights the knowledge hidden behind them. 

In order to realize the senior intelligence, we need to construct a knowledge system 
which is rich in content, used neatly, explicit and can be stated. It is concept system 
that supports the system. 

2   The Development of Concept System  

In daily life, a seemingly simple common sense issue may involve a lot of complex 
association of concept, and these concepts and the connections between the concept is 
gained in the process of people's cognitive development. In the process of cognitive 
development, a child gets new concepts constantly and finds the dependent relation-
ship between them and the existing concepts. The child's concept structure become 
complicated and complete gradually through such a long process of accumulation. 

Here is a list of several influential concept systems: 

2.1   FramNet  

FramNet treats the frame as its core and it is based on the real corpus. It puts many 
lemmas that have the same semantic roles in the same frame and uses frame elements 
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which have individual character to describe the protean semanteme of nature lan-
guage. Then it reveals the various semanteme of each word in each meaning and the 
possibility of syntactic integrating by the marked sentence[3]. For example, the word 
"hit" can be expressed as "zonk" and can also be treated as "create an accident or bad 
effect". How can we distinguish its meanings? Generally speaking, a word’s different 
meanings are associated with the different meaning framework that the word partici-
pates in. When the meaning of a word is based on a particular frame, we would say 
that the word has activated a framework. Accordingly, the word "hit" activates a "hit 
the target" framework in a certain context environment and it also may activates a 
specific "cause harm" framework in another context environment[2]. 

2.2   Semantic Web  

In brief, semantic Web is a kind of intelligent network that can understand human 
language. It can not only understand the human language, but also can make the 
communication between people and computer as easy as the communication between 
people. The core of it: it can add the semanteme (Meta data) that the computer can 
understand by the documents on the World Wide Web (such as the HTML), so that 
the entire Internet could become a general medium of information exchange. We can 
improve the resources’ usability and usefulness of the World Wide Web and its inter-
connection by the following methods. 

Although semantic web is a better network, its realization is a complex and huge 
engineering. The realization of semantic web is finished by XML Language and 
framework of resource description (RDF). XML is a tool used to define markup lan-
guage. It includes XML declaration, DTD (document type definition) which is used to 
define the grammar of language, the detail instruction which is used to describe marks 
and the document itself. The document itself contains marks and content too. RDF is 
used to express the content of webpage. 

The system structure of semantic web is shown in figure 1. 

 

Fig. 1. The system structure of semantic web  
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The first layer: Unicode +URI (international code+ uniform resource logo). It is the 
foundation of the whole system structure. Unicode is a character set and is the code 
that is responsible for handling resources. URI is responsible for the identification of 
resources .it makes the precise retrieval of information and intelligence possible. 

The second layer: xML + NS (Namespaee) + XMLSehema (extensible markup 
language + name domain + program of extensible markup language). It is responsible 
for representing the content and structure of data from grammar. XML uses a set of 
elements which is programmed prior to mark on the data and provides convenience 
for the computer processing. Name domain can distinguish the data elements’ belong 
and can transform the synonyms between different name domains. 

The third layer: RDF + RDFSchema (framework of resource description+ frame-
work program of resource description). It is responsible for providing semantic model 
to describe the content and structure of information on the Web. RDF is a language of 
describing the information resources on the Web and its goal is to establish a frame-
work which is used for the coexistence of a variety of metadata standard. The frame-
work can make full use of all sorts of metadata and start exchange and use of data 
which is based on Web. RDFSchema uses the expression system that machine can 
understand to define the vocabulary of description resources. 

The forth layer: Ontologyvoeabula (the collection of ontology vocabulary). It is re-
sponsible for the definition of sharing knowledge and the description of the relation-
ship between the various resources. 

The fifth floor: Logic. It is responsible for providing the inference rule of justice 
and logic and the basis for the intelligence service. 

The sixth layer: Proof. It provides support for the signature of mutual validation 
and data exchange among intelligence agents. 

The seventh layer: Trust. It provides trust guarantee. 
The reasoning from the fifth layer to the seventh layer is on the based of the nether 

4 layers. 
The system structure of semantic web is under construction and the research of this 

system structure has not formed a logical description and theory system which is sa-
tisfying and strict at current international scope. 

2.3   Concept Map  

Concept map is a more modern method of knowledge representation. It was first pro-
posed by John f. Sowa in 1984 and was a model of expressing language in network 
[6]. Concept map is a directed and connected graph that is represented by graph. It in-
cludes two nodes: concept node and concept relation node. The direction of the arc 
represents the relationship between concept knot and concept relation knot. Concept 
node represents a concrete or abstract entity in the field of question .concept relations 
note points out a kind of relationship that involves in one or more concept nodes. 

In the concept map, concept node is represented with a rectangular and concept re-
lation node is represented with an ellipse. Directed arc marks up the adjacent concept 
nodes of the concept relation node. Each concept map can represent a proposition and 
a typical knowledge base contains a lot of figures like this. For example, the concept 
map in picture 3 represents the proposition of "zhangsan gives lisi a red book ".  
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Fig. 2. Concept map examples 

We can operate on concept map and create a new concept map. The formal rules of 
operation: copy, restrict, connect and simplify. 

Concept map is a logic system which is based on semantic network. It is not only 
straightforward but also easy to operate for concept map to express the knowledge. It 
can produce new concept relevance and inference rule with the operating of concept 
map. In addition, the concept map can also create a mapping relationship with natural 
language directly. These advantages that concept map involves make it more suitable 
for expressing concept structure. Concept map has been favored by many researchers 
since it was putted forward and they have applied it in many different fields (such as 
knowledge engineering, information retrieval). Comparing with the classic method of 
knowledge representation, Concept map is more coincident with human's thinking and 
language habits. But it can only express some simple concept relations and is not ap-
plicable to express commonsense knowledge that contains complex concept structure. 
Conducting knowledge representing with concept map needs to analyze the structure 
of knowledge said, so its acquisition needs the participation of experts and it can not 
be gained automatically by intelligent system. In addition, for the solving of a com-
plex question, reasoning based on concept map is easy to produce redundancy or 
cause the disaccord of reasoning result. Therefore, an intelligent system based  
on concept map can only do some simple problem solving and it is not competent  
for commonsense problem solving that contains a large amount of complex concept 
relevance. 

2.4   Concept Lattice  

Concept lattice is a complete concept hierarchical structure that reflects the contact 
between objects and attributes and the relations between generalization and speciali-
zation. Each node of Concept lattice is a formal concept and it consists of two parts: 
the denotation and the connotation. Denotation is the examples that concept covers 
and connotation is the description of concept which covers the common features of 
examples. In addition, concept lattice manifests the relationship between generaliza-
tion and specialization of these concepts concisely and vividly by Hasse diagram. 
Concept lattice is regarded as a powerful tool for data analysis. The process of creat-
ing concept lattice from data set (which is called formal background in concept  
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lattice) is a kind of process of concept clustering in essence. However, concept lattice 
can be used for many tasks of machine learning. Concept lattice has been applied ex-
tensively and successfully since it is putted forward. For example, we can extract mul-
tiple types of knowledge from concept lattice such as some properties and rules [8]. 
We can organize and manage a lot of information effectively by the concept lattice in 
information retrieval. 

We can represent knowledge by concept lattice. We can also add the new obtain-
ment of concept to the existing concept lattice by the structure algorithm of concept 
lattice, so as to we can update knowledge base constantly. Concept lattice can de-
scribe the category and hierarchical relationships of concept lattice clearly. It also can 
extract many common characteristics or rules of practical examples and organize 
them effectively. However, concept lattice is not suitable for expressing concept 
which has dynamic characteristics. We can obtain common properties of relevant 
concepts by concept lattice that is the connotation of concept. It is not good at ex-
pressing knowledge of common sense because the concept relations of commonsense 
knowledge contains are too complex and the concept relations that concept lattice can 
describe are too simple—they are only some relations of generalization and speciali-
zation. In addition, concept lattice has some problems itself. Such as the constructing 
efficiency of concept lattice, if the constructing algorithm is inappropriate, the number 
of concept lattice nodes may grow according to index level and this will cause a large 
number of redundant data. 

2.5   HowNet     

HowNet is a common sense knowledge which regards the concept that a Chinese 
word or an English word represents as its object and treats the relations between con-
cepts or attributes of concept as its basic content [4]. With the investigation and anal-
ysis about 6000 Chinese characters, HowNet abstracts more than one thousand mete-
senses. Mete-sense is the minimum unit which is the most basic and whose meaning 
can't be segmented in HowNet. It is the basic factor to explain the dictionary of know-
ledge and other vocabulary entries are all defined by it. Computerization is the impor-
tant characteristic of know nets. HowNet is oriented to computer and it is established 
by computer. It may be an intelligent component of computer in the future. As a 
knowledge system, HowNet is a net but not a tree in fact [5]. 

HowNet also focus on reflecting the relationships between concepts or various 
attributes of concept. HowNet teaches the knowledge network system of figure 3 to 
the computer clearly and makes knowledge operable for the computer. 

In general, the relationships that HowNet described between mete-senses  
mainly include hyponymy and, synonymy, amtonymy, the part-whole relation, the 
attributes-host relation, the material–product relation, the agency/experience/ subject 
of relation-event relation, the recipient/content/subjacency etc event relation, the tool-
event relation, the place–event relation, the time-event relation, the value-attribute re-
lation, the entity-value relation, the role-event relation and the correlative relationship 
and so on. 
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Fig. 3. Knowledge representations which is based on HowNet  

2.6   HNC  

HNC theory is a theory system about the understanding of natural language. It is a 
theory system that is based on semantic expression and mixes semanteme, grammar 
and pragmatic together. [7] HNC theory's goal is taking the association venation of 
concept as the main line, establishing a kind of natural language expression pattern 
and computer pattern of understanding and processing that can simulate the percep-
tion process of brain language and making the computer obtain the ability of digesting 
fuzzy. 

HNC is based on the following two hypotheses: 

Hypothesis 1: symbols of language space are different in thousands ways. However, 
there is only a kind of symbol of language concept space. 

Hypothesis 2: role is in the internal and mutual space of all things and it must produce 
some role. It must be accompanying with a process or transfer before achieving final 
effect and it must be appearing a new relation or state after achieving final effect. 
New effect can induce new role and it recycles and recycles. This is the basic rule that 
all things exists and develops and this is also the basic rule of language expressing 
and concept reasoning (it becomes role and effect chain rule). 

It introduces the language concept space. The meaning of the words can be mapped to 
the system of concept sign and it can be expressed by the combination of the con-
cepts. HNC generalizes the symbolic expression of the natural language concept as 
the followings: 

{Category string} {Hierarchical string} {Symbol of combination structure} 
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It means: the lambda expression of concept is consisted of category symbols, hierar-
chical symbols and combination symbols. Category string and hierarchical string con-
stitute a lambda expression of concept primitive. Two or more concept primitives 
constitute a new concept by the combination of the combination structure symbol. 
The simple concept is consisted of a single concept primitive and the Compound con-
cept is consisted of several concept primitives. 

Example: Sun Zhongshan led the Xinhai revolution and overthrew the autocratic mo-
narchy system which rules people thousands of years in china. It is great significant to 
the social progress, but it also fails to change the tragic fate of Chinese and society 
property of semi-colonial and semi-feudal in china. 

Semantic tagging of the example’s language concept space: 

SG=R011X*20J#R0B1=<R411J>#R0B2=<!24R411X*21J[HE|]>+ReCS0jD1*20J#R
eC= {PS*10J} +(lby)XY0*22J [7] 

2.7   Ontology  

Ontology is the clear specifications of conceptualization. It mainly includes four  
aspects: 

(l)Conceptualization: abstract model of the objective world phenomenon. 

(2)Clear: concepts and the relations among them are defined precisely. 

(3)Formalization:accurate and mathematical description.It can be read by computer. 

(4)Sharing: the knowledge that ontology reflects is recognized by its users. 

Although there are many different ways about definition, different researchers have 
the unified understanding to ontology. They all take ontology as a semantic founda-
tion of different subjects’ (person, machine, software system, etc) communicating  
(dialogue, interoperability, sharing and so on) in the interior of field. That is ontology 
provides a consensus of clear definition. The goal of this consensus is mainly to ser-
vice for the machine. 

Many tools of ontology construction have been made in the past 10 years, such as 
from Ontolingua, OntoSaurus, WebOnto to Protege-2000, WebODE, OilEd, OntoE-
dit, KAON, Text-To-Onto, etc. These tools provide a graphical interface which is 
friendly and a mechanism of consistency check. With these tools, the users can con-
centrate on the organization of the ontology content without knowing the details of 
ontology description language and they also avoid a lot of mistakes and make it con-
venient for ontology construction. But, these tools only provide the editing function of 
ontology and what supports it is still the way of constructing ontology by hand. Even 
with these ontology editing tools, users still need to enter and edit the name,  
constraint, attributes, etc of each concept. The structure of the ontology is a five tuple 
---O: = {C, R, Ao, F, S}. Here the C and R are two disjoint sets. The elements of C 
are called concepts and the elements of R are called relationship. Ao represents ontol-
ogy axiom, F represents function and S represents example. We can see that the  
relation of ontology, example, function and axiom are all based on the basis of the 
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concept and the concept system plays an important role on the construction ontology 
from the structure of the ontology. 

3   Conclusions  

Concept system reflects the dependence of the concepts, which is the core of know-
ledge system, and has played a role lurking in the background. People's cognitive  
ability all comes from that. Thus the research of concept structure is helpful for im-
proving the problem solving ability of knowledge system, especially the open field. 
The research of concept system is asked to solve three problems: how to represent and 
store concept system, how to construct concept system gradually and how to realize 
all kinds of intelligent task using concept system. 
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Abstract. The Information and Communication Technologies (ICT) are being 
increasingly used by various governments to deliver their services at the loca-
tions convenient to its citizens. E-government is a kind of governmental admin-
istration which is based on ICT Services. The essence of e-government is using 
information technology to break the boundary of administrative organizations, 
and build up a virtual electronic government. E-government initiatives are 
common in most countries as they promise a transparent, citizen-centric gov-
ernment and reduce operational cost. Emerging with E-government, theories 
and practices of public administration have stepped into a new knowledge era. 
E-government presents a tremendous impetus to move forward with higher 
quality, cost-effective, government services and a better relationship between 
citizens and government. This paper discusses the different issues, challenges, 
adoption factors for e-government implementation and, presents a conceptual 
demarcation on these factors. 

Keywords: e-government, definitions, services, adoption factors, and challenges. 

1   Introduction 

The current society had a phenomenal transformation due to the advance of Internet. 
It has opened a new medium of communication for individuals, business, and gov-
ernment organization, providing more opportunities to communicate and get informa-
tion in an entirely new way. It has made governmental information and services  
accessible in ways that could not have been conceived two decades ago [1]. In the 
past, government organizations paid little attention to service quality or responsive-
ness to clients, but this changed with the approach of E-Government. E-government 
refers to the use by state authorities of ICT, in particular, the Internet and web-based 
technology, to deliver information and services and to encourage civic participation 
[2]. E-government is simply a facility using Information Technology (IT) to deliver 
public services directly to the customer, where the customers are citizens, business or 
other government entity [3, 4]. This phenomenon of e-government is increasingly at-
tracting the attention of community citizens including politicians, economists, deci-
sion and policy makers amongst others. It has improved managerial effectiveness,  
and promoted democratic values of public services. It has the promise of increasing 
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accessibility to information, enhancing efficiency and facilitation of greater access to 
government officials [5, 6]. It is the medium of delivering improved services to citi-
zens, businesses, and other constituents of society through drastically changing the 
way governments manage information. However, the e-Government challenge is not a 
technological one. Rather, the challenge is to use technologies to improve the capaci-
ties of government institutions, while improving the quality of life of citizens by rede-
fining the relationship between citizens and their government [1]. The development of 
e-government also means increased electronic co-operation within and among public 
organizations which even puts demands on development that is not technology 
oriented. The development towards e-government involves social changes of work 
roles, attitudes and new competence needs [7]. 

2   E-Government  

E-Government initially began as an intra-governmental communication tool. Initially 
the government organizations developed websites with information, then developed 
to online transactions - which made the citizens to  engage in online participation 
that connect citizens and decision-makers [8–11]. E-government represents a funda-
mental change in the whole public sector structure, values, culture and the ways of 
conducting business by utilizing the potential of ICT as a tool in the government 
agency [12]. The Internet is indeed the most powerful and popular means of deliver-
ing the services to the customers or citizens. Hence, Web sites have been employed 
as a platform for delivering a wide range of government services electronically.  
E-government websites help citizens to gain information on government processes 
and services and hence participating in democratic processes from anywhere at any 
time. E-Government improves the efficiency and effectiveness all government opera-
tions, with citizens, as well as with other organizations. E-government applications 
include online payment of tax, bills, filling and submission of applications for sever-
al purposes; e-voting etc. e-Government gives citizens more control on interaction 
with the government; citizens can avail of the governmental services from anywhere 
and anytime [1]. E-Government is considered as tool for easy administration of go-
vernmental activities. Its success depends on its vast usage and management of its in-
frastructure. Utilization of e-government will provide benefits to the management 
philosophy of governments. Thus the citizens can collaboratively participate in deci-
sion making [13, 14]. Initially E-Government incurs a great cost in building infra-
structure but gradually it implementation results in vast savings towards govern-
ment’s activities. It also increases transparency, and reduce corrupt activities in 
public service delivery. Table 1 depicts E-Government defined by various related 
study in the near past. 
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Table 1. E-government Definitions 

Citations  Definition 

[16, 17] 
E-government is defined as the use of ICT to make government more 
accessible, effective, and accountable. 

[13, 18, 19] 
E-Government refers to the delivery of [government] information and 
services online through the Internet or other digital means. 

 [20] 

E-government refers to strategies, organizational forms and processes, as 
well as information technology employed so as to enhance access to and 
delivery of government information and services to citizens, businesses, 
government employees and other agencies. 

[21, 22] 
E-Government is the use of ICTs in public administrations combined with 
organizational change and new skills in order to improve public services 
and democratic processes and strengthen support to public policies. 

[23] 
E-government is the process of offering better government service to the 
public. 

[13, 14] 
E-government is defined as the combination e-administration and 
e-democracy to achieve the objective of balanced e-government.  

[13, 18] 
E-Government is the delivery of fast services to citizens, businesses, and 
other members of the society. 

[24–26] 

E-Government refers to the strategic application of ICT to “provide citizens 
and organizations with more convenient access to government information 
and services; and to provide delivery of public services to citizens, business 
partners and suppliers, and those working in the public sector” 

[15, 27] 
E-government is the continuous optimization of service delivery channel, 
citizen’s participation and governance. 

[15] 

E-government can be defined as a way for governments to use the most in-
novative information and communication technologies, particularly web-
based Internet applications, to provide citizens and businesses with more 
convenient access to government information and services, to improve the 
quality of the services and to provide greater opportunities to participate in 
democratic institutions and processes. 

3   E-Government Services 

Like any other electronic services, e-government also constitutes various types of ser-
vices. According to Fang [15] different types of e-government services are catego-
rized in to eight types. 1) Government-to-Citizen (G2C); 2) Citizen-to-Government 
(C2G); 3) Government-to-Business (G2B); 4) Business -to-Government (B2G);  
5) Government-to-Employee (G2E); 6) Government-to-Government (G2G); 7)  
Government-to-Nonprofit (G2N); 8) Nonprofit-to-Government (N2G). Table 2 gives 
definition for these of e-government services. 
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Table 2. E-Government services 

Types Definition 

Government-to-
Citizen (G2C) 

It is an e-government service, from government to citizen in the form of 
offering valuable information and know-how’s. 

Citizen-to-
Government (C2G) 

It is an e-government service, offered for payment of bills and other 
valuable feedback from the citizen to government. 

Government-to-
Business (G2B) 

It is an e-government service providing transactions and procurement 
facilities for government purchases and call for tenders. 

Business -to-
Government (B2G) 

It is an e-government service providing communication, collaboration, 
transactions and procurement of goods and services for business  
initiatives. 

Government-to-
Employee (G2E) 

It is an e-government initiative that will facilitate the management of 
the civil service and internal communication with governmental  
employees to encourage paperless office. 

Government-to-
Government (G2G) 

It is an e-government initiative to provide the Government's depart-
ments or agencies cooperation and communication online. It includes 
internal exchange of information and commodities. 

Government-to-
Nonprofit (G2N) 

It is an e-government initiative that provides information and communi-
cation from government to nonprofit organizations, political parties and 
social organizations, Legislature, etc. 

Nonprofit-to-
Government (N2G) 

It is an e-government initiative that enable exchange of information and 
communication from non-profit organization to government organiza-
tions, political parties and social organizations, Legislature, etc. 

4   Discussion: E-Government Adoption Factors  

The adoption factors for e-government services should be thoroughly known before 
any adoption model is constructed. Many researchers have understood the initiatives 
that encourage the adoption of e-government services in different environments. 
These studies have shown that despite different environments having different charac-
teristics, there are general initiatives that promote e-government adoption by ordinary 
citizens. However, it is worth mentioning that certain situations have unique factors 
which may either impend or aid the adoption of e-government services. In order to 
have a basic understanding of these varying factors, this study review’s the adoption 
models that have been studied in different locations. The factors that influence the 
adoption of e-government websites are information quality, system quality and ser-
vice quality. Information quality is concerned with the measure of the information 
that the system produces and delivers i.e., characteristics of information produced by 
e-government Web sites. Quality of information is believed to be the most salient  
factor for predicting customer decision-making behavior and user intention to use a 
particular system [30]. The fundamental dimensions of information quality are com-
posed of five dimensions: accuracy, timeliness, relevance, understandability, and 
completeness [31–33].  


