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Preface

The Second International Conference on Advances in Computing and Information
Technology (ACITY-2012) was held in Chennai, India, during July 13–15, 2012.
ACITY attracted many local and international delegates, presenting a balanced mix-
ture of intellect from the East and from the West. The goal of this conference series
is to bring together researchers and practitioners from academia and industry and share
cutting-edge development in the field. The conference will provide an excellent interna-
tional forum for sharing knowledge and results in theory, methodology and applications
of Computer Science and Information Technology. Authors are invited to contribute to
the conference by submitting articles that illustrate research results, projects, survey
work and industrial experiences describing significant advances in all areas of Com-
puter Science and Information Technology.

The ACITY-2012 Committees rigorously invited submissions for many months from
researchers, scientists, engineers, students and practitioners related to the relevant
themes and tracks of the conference. This effort guaranteed submissions from an unpar-
alleled number of internationally recognized top-level researchers. All the submissions
underwent a strenuous peer-review process which comprised expert reviewers. These
reviewers were selected from a talented pool of Technical Committee members and ex-
ternal reviewers on the basis of their expertise. The papers were then reviewed based on
their contributions, technical content, originality and clarity. The entire process, which
includes the submission, review and acceptance processes, was done electronically. The
overall acceptance rate of ACITY-2012 is less than 20%. Extended versions of selected
papers from the conference will be invited for publication in several international jour-
nals. All these efforts undertaken by the Organizing and Technical Committees led to
an exciting, rich and a high quality technical conference program, which featured high-
impact presentations for all attendees to enjoy, appreciate and expand their expertise
in the latest developments in various research areas of Computer Science and Informa-
tion Technology. In closing, ACITY-2012 brought together researchers, scientists, en-
gineers, students and practitioners to exchange and share their experiences, new ideas
and research results in all aspects of the main workshop themes and tracks, and to dis-
cuss the practical challenges encountered and the solutions adopted. We would like to
thank the General and Program Chairs, organization staff, the members of the Technical
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Program Committees and external reviewers for their excellent and tireless work. We
sincerely wish that all attendees benefited scientifically from the conference and wish
them every success in their research.

It is the humble wish of the conference organizers that the professional dialogue
among the researchers, scientists, engineers, students and educators continues beyond
the event and that the friendships and collaborations forged will linger and prosper for
many years to come.

Natarajan Meghanathan
Dhinaharan Nagamalai

Nabendu Chaki
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Abstract. Networks are regarded as one of the biggest advancements in the 
field of computer science. But they enable outsiders to “intrude” into our 
information. Intrusions can be in the form of simple eavesdropping, or gaining 
access to the host itself. Here, intruders are identified using two main methods – 
signature analysis and anomaly analysis. The proposed method is such that the 
signature analysis is strengthened by anomaly analysis, which in turn uses some 
level of intelligence based on the traffic parameters, obtained and processed 
using neural networks. The initial intelligence is obtained using the 
KDDCUP99 dataset, which trains a neural network. The neural network will 
take care of further detections, and it strengthens itself during the run itself. The 
result obtained suggests that even with minimal initial intelligence, iNIDS can 
reach accuracy levels of over 70%, and by increasing the initial set a little more, 
it reaches accuracy levels exceeding 80%. 

Keywords: Intrusion detection, neural networks, intelligence, anomaly 
analysis, signature analysis, KDDCUP99, JpCap. 

1   Introduction 

Advancements and increased usage of computer networks paved way for increase in 
variety and complexity of security threats. The scenario is getting worse in the sense 
even single firewall strategies are insufficient to counter security threats[1]. 
Nowadays people are aware of the risks involved in securing a computer network. So 
a system which is capable of detecting network security threats is developed [2]. 
Here, an Network based Intrusion Detection System (NIDS) is proposed that uses real 
time internet traffic for analysis. Also, the system uses Artificial Intelligence for 
improving the performance and speed of detection. 

Real time packets in the network are captured online i.e. from the internet as and 
when they reach the interface of the network, using suitable Java[3]-based packages. 
iNIDS is designed to provide the basic detection techniques so as to secure the 
systems inside a computer network that are directly or indirectly connected to the 
Internet.  

Network intrusion[4] can be defined as any deliberate attempt to enter or gain 
unauthorized access to a network and thereby break the security of the network and 
thus gaining access to confidential information present in the computers inside the 
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network. An IDS[4] captures and inspects all traffic, regardless of whether it’s 
permitted or not. Based on the contents of the packet, their flow, length etc, at either 
the IP or application level, an alert is generated. 

An intrusion signature[4] can be defined as a special TCP state set such as 
[SYN|RST] in one packet, special bytes in the IP header, or a special byte stream in 
the payload of a packet that will provide a pattern which can be used for packet 
analysis for identifying threats.  

The primary goals of the whole proposal can be summarized to the following. 
 

1) Detect Network intrusions[8][9] 
2) Use of Artificial Intelligence to improve detection[5][6] 
3) Use Network traffic for analysis and detection[5][7]. 

2   NIDS and ANN 

Dr. Dorothy E Denning proposed an Intrusion detection system in 1987 which 
became a benchmark in the research in this area[2]. Many researches have been 
conducted based on this paper and currently researchers are more interested in 
developing intrusion detection systems based on Artificial Neural Networks. Artificial 
Neural Networks possess features like generalization, flexibility etc. Wang Zhenqi 
and Wang Xinyu proposed a Netflow[1] based intrusion detection system, which can 
resist network attacks and intrusions. It was found to be cost effective and does not 
affect the performance of backbone network.[1][13] 

Usually, sampled data from Kddcup99 dataset[14], an attack or intrusion database 
is the standard for evaluating the security detection mechanisms. This dataset is used 
for signature analysis, for training neural network for anomaly analysis and for testing 
the IDS itself. The advantage of using Backpropagation algorithm is that it can train 
(learn) data at a faster rate and it provides efficient generalization and flexibility when 
compared to other existing Neural Network technologies[13]. But, the performance of 
a Neural Network depends mainly on the amount of training data given[15][16][17].  

The strategy[18] dictates that NIDS uses a hybrid detection engine i.e. a combination 
of Signature detection and Anomaly detection capabilities. “Rule –based” detection 
technique is used for signature analysis and “Pattern matching” is used for anomaly 
analysis. 

3   Signature Analysis and Anomaly Analysis 

Firewalls cannot or do not analyze packets once they are inside the network and it 
only analyze them while it enters the network.[19] So, if some anomalies or activities 
happen from inside the network, then firewalls won’t respond to those activities. But, 
NIDS analyze network packets internally as well as while it enters or leaves the 
network. With the explosive growth of networking and data sharing, NIDS have 
become the most popular form of Intrusion Detection[19]. A NIDS is capable of 
detecting network security threats. Many different NIDSs have been developed and 
each of them has its own advantages and disadvantages. 
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Signature Analysis: An NIDS use signature based detection, based on known traffic 
data to analyze network traffic. This type of detection is very fast, and easy to 
configure[20]. However, an attacker can slightly modify an attack to render it 
undetectable by a signature based IDS. Still, signature-based detection, although 
limited in its detection capability, can be very accurate. A common strategy for IDS in 
detecting intrusions is to memorize signatures of known attacks. These signatures are 
written based on data collected from known and previous attacks, and this 
unfortunately ensures that these signatures “will always be a step behind the latest 
underground exploits” [20][21]. 
 
Anomaly Analysis: Anomaly analysis[17][21] is an efficient way to detect intrusions 
and thus forms a vital part of the next generation Intrusion Detection Systems. The 
most efficient Anomaly analysis technique is the pattern based anomaly detection. In 
pattern based anomaly analysis, the Intrusion Detection System is given a pre-defined 
set of intrusion patterns. Network packets are collected for a specified period of time 
or till a specified number of packets. These packets are considered as a block for 
analysis. The predefined patterns are then matched with this packet block and if any 
patterns match, an alert is given. During anomaly analysis, a normal behavior model 
is used as the base for analyzing incoming traffic and any deviation or variation from 
the normal behavior model is considered as an intrusion or threat[22]. But this can 
produce a rather high degree of false alarms. 
 
The following attacks are stressed upon in iNIDS. 
 

• Denial of Service[23] - UDP Flooding[24], TCP SYN Attack[26], Smurf 
attacks[28] 

• User to Root (U2R)[29] - Type signatures 
• Remote to Local (R2L)[8] 
• Probing Attack[30] - Portsweep, Satan, Nmap, etc. 

 

Each possesses its own signature, and attack characteristics, which make it easier to 
detect and handle. They can sometimes be identified directly from the signature, or by 
using the anomaly detection methods. 

4   KDDCUP99 Dataset 

The “KDD CUP’99” dataset [14], which derived from the DARPA dataset, was used 
for the KDD (Knowledge Discovery and Data Mining Tools Conference) Cup 99 
Competition. The complete dataset has around 5 million input patterns and each 
record represents a TCP/IP connection that is composed of 41 features. The dataset 
used in this study is a smaller subset (10% of the original training set), it has 494 021 
instances (patterns) and it was employed as the training set in the original 
competition. Each record of the KDD Cup 99 dataset captures various features of the 
connections, as for example, the source and destination bytes of a TCP connection, 
the number of failed login attempts or the duration of a connection. Complex 
relationships exist between the features, which are difficult for human experts to 
discover.  
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An NIDS must therefore reduce the amount of data to be processed so as to 
maintain an accurate and real-time detection. Some input data may not be useful to 
the Network based IDS and thus can be eliminated before processing. In complex 
classification systems, the features may contain false correlations, which block the 
process of detecting intrusions/attacks. Furthermore, some features may be redundant 
since the information they add is contained in other features.[14][31] 

KDD Cup 99 dataset feature selection[32] consists of detecting the relevant 
features and discarding the irrelevant features. Relevant features are features that can 
be used for analysis with ease and that can deliver relevant information as well as can 
work without any performance degradation. 

KDDCUP99 attributes[33] can be categorized into four. They are: Intrinsic 
Attributes, Content Attributes, Traffic Attributes, and Class Attributes.  

5   JPCAP 

Jpcap(Java Packet Capturer)[34] is a Java library for sniffing, capturing and sending 
network packets, from an available network interface. It also facilitates visualization, 
creation and analysis of network packets by appropriate coding in Java. The Java 
language gives it the capability to work in multiple platforms (Operating systems). 
Jpcap has been tested on Microsoft Windows (98/2000/XP/Vista), Linux (Fedora, 
Mandriva, Ubuntu), Mac OS X (Darwin), FreeBSD, and Solaris and was found to be 
working successfully. Jpcap can capture Ethernet, IPv4, IPv6, ARP/RARP, TCP, 
UDP, and ICMPv4 packets[34]. It  is open source, and is licensed under GNU LGPL. 

6   Artificial Neural Networks 

Artificial Neural Networks, also known as “Artificial Neural Nets”, “neural nets”, or 
ANN for short, is a computational tool modeled based on the interconnection of the 
biological neurons in the nervous systems of the human body. ANN can be trained / 
taught to solve certain type of problems using a training method and data to train. [35] 
By following this method, Artificial Neural Networks made can be used to perform 
different tasks depending on the amount training given. A properly trained ANN is 
capable of generalization, the ability to recognize similarities among many different 
number and type of input patterns, especially patterns that have been corrupted by 
noise which has a wide variety of applications. 

Artificial Neural Networks have a number of features and characteristics that make 
them an attractive alternative to traditional problem-solving techniques. We can 
design a complex network of neurons using multiple layers[35][36], the first of which 
was called the Multi-layered Perceptron. There are a variety of thresholds[37] 
available for ANN, an example of which is the sigmoid. 

No matter what organization is used, the ANN has to be trained (or it learns)[38]. It 
can be supervised or unsupervised. Here, Backpropagation is preferred due to its 
speed, which is essential in networked environments. It works on a supervised 
training model. So, the initial training data, extracted fron KDDCUP99 dataset is 
important. 
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7   Implementation 

During development, an existing packet capture program based of JpCap was used. 
The anomaly analysis module was added on top of that by analyzing the parameters 
of the packets on the fly, and reporting any threats before the attacker has a chance to 
enter.  

The overall system looks like below. 

 

INIDSPackets

Signature 
Analysis

Anomaly 
Analysis

Single Packet 
signatures

Multi-Packet 
signatures

Back-
propagation
Algorithm

KDDCup99 
Dataset 

Threat?

Intrusion Log

Streamed Packets with 
detailed description

 

Fig. 1. Implementation 

 

When newer threats are identified by the neural network, it implicitly trains itself 
to identify that pattern, and it is in turn added to the library. So, further analysis will 
check for this pattern also. Also, since we use neural networks, it doesn’t need an 
exact match. Any similar pattern of that genre can be caught. So, iNIDS improves on 
the go, by learning newer ways in which attackers can threaten the integrity and 
security of the data. 

8   Results 

The performance was as expected during the design phase. The initial training data 
was taken such that there was only one sample for each type of intrusion expected. 
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So, the initial performance was very bad, at about 10%. But eventually, it improved 
by adding more patterns to the arsenal, and finally, it was able to reach accuracy of 
more than 70%, in just 21 runs. 

 

 
 

Fig. 2. Accuracy plot with smaller training data, over 21 runs 

 
On a later run, the initial training data itself was improved, with multiple patterns 

per type of attack. In this case, the initial performance itself went up to 40%, and 
later, it improved to more than 85% in the same number of runs. 

 

 
 

Fig. 3. Accuracy plot with more comprehensive training data, over 21 runs 

9   Conclusion 

iNIDS initially kicked off as an abstract deign that can improve the current packet 
capture and analysis routines in intrusion detection, by adding a level of knowledge 
and intelligence to the analysis. In this case, the threat detection is reinforced by past 
knowledge of similar attacks, and we are able to achieve levels of accuracy much 
higher than conventional systems that use the same level of knowledge. 
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10   Future Work 

Even though the research proposes a new technique, it can’t be claimed as the best 
possible technique. The field of network security is subject to continuous research in 
search for new and better techniques that can ensure better security capabilities. 
Applying Artificial Intelligence to an NIDS gives it the capability to detect unknown 
threats which is an important characteristic.  

The intelligence thus given to the NIDS can be improved by the use of a better 
Neural Network architecture as well as a much better training algorithm than 
Backpropagation which is used in this implementation. A better Neural Network 
architecture will give better input processing capabilities such as improved speed, 
pattern matching etc. This will thus enable the ANN to detect patterns much more 
efficiently with very little data. Better training algorithms can provide reduced 
training time thereby allowing more training data to be used in very limited time. This 
will thus improve the training speed and also the training data thereby resulting in an 
improved performance. So a thorough research is recommended in the field of NIDSs 
based on Artificial Intelligence. 
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Abstract. The appearance of public access wireless networks enables ever-
present Internet services, whereas it inducing more challenges of security due to 
open air mediums. As one of the most widely used security mechanisms, 
authentication is provide for secure communications by preventing unauthorized 
usage and negotiating credentials for verification. In the intervening time, it 
generates heavy overhead and delay to communications, further deteriorating 
overall system performance. First, a system model based on challenge/response 
authentication mechanism by using the elliptic curve cryptographic digital 
signature  is introduced, which is wide applied in wireless environment to reduce 
the computational cost, communication bandwidth and the server overload . Then, 
the concept of security levels is proposed to describe the protection of 
communications with regard to the nature of security.  

Keywords: Elliptic curve cryptography (ECC), security, wireless communication, 
Public key cryptography (PKC), Authentication, verification. 

1   Introduction 

You Wireless communications is advancing rapidly in recent years. After 2G (e.g. 
GSM) widely deployed in the world, 3G mobile communication systems are 
spreading step by step in many areas. At present, some countries have already 
launched investigations beyond 3G (B3G) and 4G. Along with the wireless 
communications' rapid development, the secure access authentication of the users 
within wireless networks is becoming very critical, and so, more and more attention is 
focused on it. As the wireless industry explodes, it faces a growing need for security. 
Applications in sectors of the economy such as healthcare, financial services, and 
government depend on the underlying security already available in the wired 
computing environment. Both for secure (authenticated, private) Web transactions 
and for secure (signed, encrypted) messaging, a full and efficient public key 
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infrastructure is needed. Three basic choices for public key systems are available for 
these applications: 
 
• RSA 
• Diffie-Hellman (DH) or Digital Signature Algorithm (DSA) modulo a prime p 
• Elliptic Curve Diffie-Hellman (ECDH) or Elliptic Curve Digital Signature 

Algorithm (ECDSA). 
 
RSA is a system that was published in 1978 by Rivest, Shamir, and Adleman, based 
on the difficulty of factoring large integers. Whitfield Diffie and Martin Hellman 
proposed the public key system now called Diffie-Hellman Key Exchange in 1976. 
DH is key agreement and DSA is signature, and they are not directly interchangeable, 
although they can be combined to do authenticate key agreement. Both the key 
exchange and digital signature algorithm are based on the difficulty of solving the 
discrete logarithm problem [15] in the multiplicative group of integers modulo a 
prime p. Elliptic curve groups were proposed in 1985 as a substitute for the 
multiplicative groups modulo p in either the DH or DSA protocols. For the same level 
of security per best currently known attacks, elliptic curve based systems [7,10] can 
be implemented with much smaller parameters, leading to significant performance 
advantages. Such performance improvements are particularly important in the 
wireless arena where computing power, memory, and battery life of devices are more 
constrained. In this article we will highlight the performance advantages of elliptic 
curve systems [8] by comparing their performance with RSA in the context of 
protocols from different standards. 

Authentication is the act of establishing or confirming something as authentic, that 
is, that claims made by or about the subject are true. There are several methods 
concerning strong authentication. The main difference consists whether secret-key or 
public-key cryptography is used. In secret-key cryptography the signer and the 
verifier must share a secret where the problem of the key exchange must be solved. 
The main difference consists whether secret-key or public-key cryptography is used. 
In secret-key cryptography the signer and the verifier must share a secret where a 
public key is distributed for signature verification. The method using public-key 
cryptography is known as a digital signature. The protocols used for authentication 
consists of zero-knowledge protocols and challenge-response protocols. The Diffie- 
Hellman protocol [9] is used in wireless communication.  

Deffie-hellman algorithm has five parts: 

          1. Global Public Elements 
          2. User A Key Generation 
          3. User B Key Generation 
          4. Generation of Secret Key by User A 
          5. Generation of Secret Key by User B 

Global Public Elements: 

                       q is a Prime number 
                       α,α < q and α is a primitive root of q 

The global public elements are also sometimes called the domain parameters. 
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User A Key Generation: 

             Select private XA, where  XA < q 
             Calculate public YA ,where YA = α .XA mod q  

User B Key Generation: 

             Select private XB, where XB < q 
             Calculate public YB, where YB = α. XB mod q  

Generation of Secret Key by User A: 

              K = (YB).XA mod q 

Generation of Secret Key by User B: 

              K = (YA).XB mod q 

If user A and user B are genuine then they can communicate to each other. The ECC 
version of algorithm is used in wireless communication for authentication proof. 

2   Preliminaries 

2.1   Elliptic Curve Cryptography 

Elliptic curves [11] take the general form of the equation:  

Y2 + axy + by = x3 + cx2 + dx +e 

where a, b, c, d and e are real numbers satisfy some conditions which depends on the 
field it belongs to, such as real number or finite field.  Finite field may be F(p) or 
F(2m) 

The F(p) Field: 

The elements of  Fp [13] should be represented by the set of integers: {0, 1,. . . p − 1} 
With addition and multiplication defined as follows: 

Addition: If a, b ∈ F(p), then a + b = r where r is the remainder of the 
division of a + b by p and 0< r < p-1. This operation is called addition modulo p.  

Multiplication: if a, b ∈ F(p), then a . b = s where s is the remainder of the 
division of a . b by p and 0< s < p-1. This operation is called multiplication modulo p.    

The F(2m) Field: 

The elements of F(2m) should be represented by the set of binary polynomials of 
degree m – 1 or less: a = αm-1x

m-1 + … + α1x + α0 with addition and multiplication 
defined as follows: 

Addition: a + b = c = {cm-1,..c1,c0} where   ci = (ai + bi) mod 2. c ∈ F(2m) . 
Multiplication: a . b = c = {cm-1,..c1,c0} where c is the remainder of the 

division of the polynomial a(x) . b(x) by an irreducible polynomial of degree m. c ∈ 
F(2m) . 
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There is a point 0 called the point at infinity or the zero point [12]. The basic 
operation of elliptic curve is addition. The addition of two distinct points on elliptic 
curve can be illustrated by the following figure [3] (figure 1):  

 

 
Fig. 1. 

 
Elliptic Curve over F(p): 
Let F(p) be a finite field, p > 3, and let a, b ∈ F(p) are constant such that  

  4a3 + 27b2 ≡ 0 (mod p).  

An elliptic curve, E(a,b)(F(p)), is defined as the set of points (x,y) ∈ F(p) * F(p) 
which satisfy the equation  

  y2  ≡ x3  + ax + b (mod p)  

together with a special point, O, called the point at infinity. 
Elliptic Curve over F(2m) for some m ≥ 1. : 

Elliptic curve E(a,b)(F(2m)) [14] is defined to be the set of points (x,y) ∈ F(2m) * F(2m) 
which satisfy the equation  

   y2 + xy  = x3  + ax2 + b;  

where a, b ∈ F(2m) and b≠0, together with the point on the curve at infinity, O.The 
points on an elliptic curve form an abelian group under a well defined group 
operation.  The identity of the group operation is the point O.  

P and Q be two points on E(a,b)(F(p)) or F(2m)  and O is the point at infinity. 

P+O = O+P = P  
If P = (x1,y1) then -P = (x1 ,-y1)  and P + (-P) = O.  
If P = (x1,y1) and Q = (x2,y2), and P and Q are not O.  
Then P +Q = (x3 ,y3) where  
x3  = λ2  - x1  - x2  , 
 y3  = λ(x1  - x3) -  y1  and  
λ  = (y2-y1)/(x2-x1) if  P ≠ Q ;  λ  = (3x1

2+a)/ 2y1 if  P = Q 
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2.2   Elliptic Curve Digital Signature Algorithm  

The private key in DSA is a number X. It is known only to the signer. The public key 
in DSA consists of four numbers: 

P   =    a prime number, between 512 and 1024 bits long 
              Q   =    a 160-bit prime factor of P-1. 
              G   =    h(P - 1)/Q, where H< P -1 and G mod Q> 1. 
              Y    =   G X mod P,  which is a 160-bit number. 

A signature on a document's hash value H consists of two numbers R and S:                       

  R = (G K mod P ) mod Q, where K is a randomly-chosen number <Q. 
  S = (K -1 (H + XR)) mod Q  

To verify the signature, a recipient must compute a value V from the  known 
information: 

                W    =   S -1 mod Q  
                U1   =   HW mod Q  
                U2   =   RW mod Q  
                V     =    ((G U1 Y U2) mod P) mod Q  

If V = R, then document was signed by the person with the public key (P, Q, G, Y). 
The security of DSA is based on the computational infeasibility of finding a solution 
for the equation S = (K -1 (H + XR)) mod Q, when X is not known.  

3   Proposed Protocol 

Choosing a finite field Fq. An elliptic curve E defined over Fq with large group order 
and a point P of large order n is selected and made public, where n is a prime number. 
Zn is a class of modulo n, where n is the order of p over E(Fq).  Given r,t  ∈  Zn , 
where r+t = o mod n, r is called the additive inverse of t and denoted as r =-t mod n. 
the server and client share a secret password S and a secret key K. the server and 
client individually compute two integers t and r. t is derived from Sand (n-1) in any 
predetermined way and it yields a unique value. The whole protocol divided into two 
phases: 

 Key establishment phase,  
 Verification phase.  

3.1   Key Establishment Phase 

The steps of the key establishment phase are explain bellow: 

e.1 the client choose a random integer rc which is belongs in between 1 to n-
1 ie. rc  ∈  (1, n-1). And compute Qc =(rc+t)P. the client send Qc to the server. 

e.2 The server then select a random integer rs which is belongs in between 1 
to n-1 ie. rs  ∈  (1, n-1). And compute Qs =(rc+t)P. the server send Qs to the client. 

e.3 client compute X=Qs+rP  
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      =(rs+t)P+rP 
      = rsP+tP+(-t)P 
      =rsP 

And compute the session key Kc=rcX=rcrsP 

e.4. Server compute Y=Qc+rP  
         =(rc+t)P+rP   
         = rcP+tP+(-t)P 
         =rcP 

And compute the session key Ks=rsY=rcrsP 
The session key computed by the server and client individually are same ie. Kc=Ks. 
The figure 2 show the key establishment procedure between the client and server.  
 

 
Fig. 2. Key Establishment Phase 

Client Server 

Choose rc  (1. n-1) 
Compute Qc =(rc+t)P 
Send Qc to the 
server. 
 

Choose rs  (1. n-1) 
Compute Qs =(rs+t)P 
Send Qs to the client 
to compute the 
session key. 
 

Compute X=Qs+rP 
= rsP 
Session key 
Kc=rcX= rcrsP 

Compute Y= Qc+rP 
= rcP 
Session key Ks=rsY= 
rcrsP 
 

Kc=Ks 
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3.2   Verification Phase 

v.1 The client compute K*Kc=K*rc *rs*P where K is the secret key which is known by 
the server and client.  Client send the K*Kc to the server to proof its validation. 

v.2 server checks whether K*Kc=K*Ks hold or not. if it dose server believes that it 
and the client have obtain the same session key i.e Kc=Ks and the client is not 
duplicate because it knows the secret key which is only known by the server and the 
clinent. Since the server knows rs , it  believes it has obtain the accurate QC. Since 
client knows rc , server believes client obtain the correct Qc ie server condensed that 
the Ks is valid and the server compute K*Qc and send it to the client.  

v.3 client checks  K*Qc . If K*Qc is correct, client believes that B has obtain the 
correct Qc . since only server knows the the secret key K which is shared between the 
server and client and  t is known by the server. So the server is not duplicate. The 
server knows the t beside client. Client believes that it has obtain the correct Qs and 
they have obtain the same session key Kc=Ks . Client convinced that the Kc is valid. 

After the verification procedure has been completed by both sides, the client and the 
server are now ready to use the session key. 

The figure 2 show the Verification procedure between the client and server. 

 

 
 

Fig. 3. Validation Phase  

Client Server

Compute K.Kc= 
K.rcrsP 
Sends KKc to the 
server 

Server check 
K.Kc=K.Ks or not. 
If yes it calculate 
K.Qc=K.rc.P. and 
sends KQc to client 
and verified the 
client

Compute KQa and 
check that  
KQa=KrcP or not. 
If yes then the 
server ids validate.  
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4   Analysis of the Proposed Protocol 

4.1   Security Analysis 

In this section, we scrutinize our proposed key agreement protocol in detail so as to 
ensure that our protocol is able to achieve the desired security attributes of a key 
agreement protocol and also able to resist against the known cryptographic attacks.  

Known session key security (KSK-S). As shown in our protocol description, the 
session key is derived from the ephemeral keys (rc, rs) of the specific session and the 
long term keys (S,K) of the protocol entities. This would result in distinct independent 
session key in each protocol execution. On top of that, a one-way collision-resistant 
cryptographic function is used to derive the session key. Thus, obtaining any other 
session keys would not benefit the adversary in mounting a successful attack against a 
protocol  run without the information set (rc ,rs),(t,r) which is required in the 
computation of the shared secret K. Therefore,  we claim that the knowledge of some 
previous session keys would not allow the adversary to gain any advantage in 
deriving any future and other previous session keys. 

Weak Perfect Forward secrecy (wPFS). Suppose that both client  and server’s  long 
term secret key and password  S and K  have been exposed. However, the adversary, 
with the eavesdropped information of any particular session, would not be able to 
recover the respective established session key since the adversary does not know the 
involved ephemeral private key rc or rs which are needed in the computation of the 
shared secret Kc and Ks . And also, the intractability of ECCDHP has significantly 
thwarted the adversary’s attempt in computing Kc and Ks by using S and K . Hence, 
we claim that our enhanced protocol enjoys weak perfect forward secrecy. 

Key-Compromise Impersonation Resilience (KCI-R). Suppose that client’s and 
server’s long term private key S, K has been compromised and instead of directly 
impersonating  client, the adversary now wishes to impersonate server in order to 
establish a session with client. However, the adversary is unable to compute the 
shared secret Kc with the available information (S, rs, K) since the required 
information set is (rc,S, K).  Hence, the adversary is significantly prevented from 
launching a successful KCI attack against our protocol. Generally, the same situation 
will result when the long term key S is compromised (the adversary would 
impersonate client in this case and her effort will be foiled in computing Kc as our key 
agreement protocol is symmetric. As a result, we claim that this protocol is able to 
withstand the KCI attack under all circumstances. 

Key Replicating Resilience (KR-R). The key replicating attack was first introduced 
by Krawczyk [1] where the illustration of it involves oracle queries described in 
Bellare and Rogaway’s random oracle model [2,3]. This attack, if successfully carried 
out by the adversary, would force the establishment of a session, K (other than the 
Test session or its matching session) to agree on a same session key as the Test 
session, by means of intercepting and altering the message from both communicating 
parties during transmission. Since the Test session and K are non-matching, the 
adversary may issue a Reveal query to the oracle associated with K and she can then 
distinguish whether the Test session key is real or random. Notice that the message 
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integrity of Qc and Qs has been guaranteed by having each party to calculate Kc and 
Ks  which will be bound to X and Y respectively. Since the adversary has no idea in 
forging X or Y along with Qc or Qb  she would not be able to force the establishment 
of non matching sessions to possess a common session key. As a result, if the 
adversary reveals client’s session key, she would not be able to guess server’s session 
key correctly with non-negligible probability and vice versa. Therefore, we claim that 
our protocol is secure against the key replicating attack. 

Replay Resilience (R-R). In any protocol run, an adversary may attempt to deceive a 
legitimate participant through retransmitting the eavesdropped information of the 
impersonated entity from a previous protocol execution. Although the adversary 
might be unable to compute the session key at the end of the protocol run, her attack 
is still considered successful if she manage to trick the protocol entity to complete a 
session with her, believing that the adversary is indeed the impersonated party. In this 
replay analysis, we reasonably assume that the prime order n of point P is arbitrarily 
large such that the probability of a protocol entity selecting the same ephemeral key 
(rc , rs  [1, n − 1]) in two different sessions is negligible. Consider a situation where 
the adversary (masquerading as A) replays A’s first message from a previous protocol 
run between client and server. After server has sent her a fresh (Qs, Y) in the second 
message flow, the adversary would abort since she could not produce (by means of 
forging or replaying) X corresponding to Qs . Notice that the same replay prevention 
works in the reverse situation where server’s message is replayed. The adversary 
would fail eventually in generating Y corresponding to the fresh Qc. Hence, we claim 
that message replay in our protocol execution can always be detected by both client 
and server. 

Identity authentication. On the one hand, assuming Eve can impersonate B. When 
Eve receives Qc, E A: Qe= (re + t)P. But Eve does not know t and re, and she cannot 
make the validation message KrcrsP, thus the key validation fails. On the other hand, 
with (v.2) and (v.3), A and B believe that only knowing t can generate the valid 
validation messages. 

Man-in-the-middle attacks. In the original Diffie-Hellman protocol, Eve can alter the 
public values such as ga mod n or gb mod n with her own values. Thus Eve can share 
session keys with client or server. In our protocol, when Eve receives Qc= (rc+ t)P, 
she cannot guess rc and t. If she still tries to eavesdrop, she mus t generate reP = (rc’ + 
t )P and send it to server; server will obtain a wrong value rc’rsP, which is impossible 
for Eve to know. Thus Eve cannot share a session key with server or client. Based on 
ECDH algorithm [4], our protocol with pre-shared password is proposed. It makes use 
of the difficulty of computing discrete logarithms over elliptic curves. It provides 
identity authentication, key validation and perfect forward secrecy, and it can foil 
man-in-the-middle attacks. 

4.2   Performance Analysis 

Efficiency Analysis 
Atay et. al. have conducted detailed studies on Computational Cost Analysis of 
Elliptic Curve Arithmetic [5]. They have reported the point addition arithmetic is 
applied on two and three dimensional coordinate systems. The computational cost of 
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each arithmetic operation should be taken into consideration in order to compare the 
efficiency of algorithms in different coordinate systems. The efficiency is measured 
as the computational cost, which is in terms of elapsed time. The measured units in 
Fig. 4 [10] are as follows: 

1. Inversion (I) is the multiplicative inverse in modular arithmetic. It has the highest 
computational cost and one inversion is approximately equals nineteen times of the 
cost of multiplication cost and denoted as 1I =19M . 
2. Multiplication (M) has a lower cost than inversion; therefore all inversions should 
be converted either to multiplication or to addition. 
3. Addition (A) and subtraction (S) have the lowest cost, therefore omitted. 

 

 
Fig. 4. The operational cost of Arithmetic operation 

 
Computational Cost Analysis 
The major advantage of ECC over RSA is ECC needs less computation than RSA but 
still can achieve the same or even higher level of security. Table 1[6] gives cost-
equivalent key sizes. It gives the size, in bits, for equivalent keys. The time to break is 
computed assuming a machine can break a 56-bit DES key in 100 seconds, and then 
scaling accordingly. 

Table 1. 

ECC  key RAS key Time to break Machines Memory 

112 430 <5 minutes 105 `Trivial 

106 760 600 months 4300 4Gb 

192 1020 3 million years 114 170 Gb 

256 1620 10^16 years 16 120Gb 
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5   Conclusion  

Attack that monitor side-channel information, Key Replicating Resilience (KR-R).the 
key replicating attack was first introduced by Krawczyk have recently been receiving 
much attention in wireless communication. The result presented in this paper conform 
that the key replacing attack quite powerful and need to be addressed. Any addition to 
memory or processing capacity increases the cost of each card. ECC needs less 
computation power, thus it is more suitable than RSA. We have described an 
authentication and key agreement protocol for wireless communication based on 
elliptic curve cryptographic techniques. The proposed protocol is a public key type 
with the feature of signature generation procedure. The new protocols are based on 
previous classic authentication protocols, including the protection of integrity and 
session key exchange. This can be used to provide the integrity of the data being 
transferred during the authentication process in order to prevent from active attacks. 
The smaller key sizes result in smaller system parameters, smaller public key 
signatures, bandwidth savings, faster implementations, and smaller hardware 
processors. 
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Abstract. We look at various security aspects of multi-agent systems
that are often overlooked by developers designing such systems. We look
at some of the key security challenges in multi-agent systems. We focus
on techniques that help to ensure that security of multi-agent systems is
not compromised.

Keywords: Security, Multi-agent systems, Design, Implementation,
Applications.

1 Introduction

A multi-agent system is a system made up of multiple interacting agents that
are intelligent (see [33], [69]). Agent technologies have rapidly moved from the
research laboratory to industrial application over the last few years [62]. Mobile
agents are agents with the ability to migrate from one host to another where
they can resume their execution. Security issues pertaining to mobile agents
have been studied in [9], [21], [25], [32], [36], [37], [41], [45], [46], [64], [71]. Many
of these issues also apply to multi-agents systems. The development of secure
protocols for mobile agent computation against static, semi-honest or malicious
adversaries without relying on any third party or trusting any specific participant
in the system is quite challenging. There are few results in this direction [71].
Security issues related to the protection of host resources as well as the agents
themselves form a major obstacle in the application of the agent paradigm [36].
It is important to protect servers from malicious agents and likewise agent data
from tampering by malicious servers. Multi-agent systems are quite different
from systems that make use of stand alone agents. There seems to be a lack of
trust in multi-agent systems that are being developed or that have been already
deployed mainly due to the security issues involving them not being addressed
properly. Hence, it becomes necessary to establish the confidence of users in
multi-agent systems. We look at those aspects pertaining to the security of multi-
agent systems that are often overlooked by developers of such systems.
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2 Security Aspects often Overlooked When Designing
Multi-agent Systems

Numerous multi-agent based systems are being developed with practical applica-
tions such as the multi-agent based marketplace [34]. However, in such systems
often the developers tend to overlook important security features. This only
leads to loss of confidence in such systems. Standard mechanisms for specify-
ing security in multi-agent systems must be developed [52]. It is often said that
agent-oriented software engineering methodologies have not integrated security
concerns throughout their development phase (see [48]).

The integration of security concerns during the whole range of the develop-
ment stages will be beneficial for the development of more secure multi-agent
systems [49]. However, such an integration is no easy task (see [48]). Methodolo-
gies such as secure Tropos have been proposed for this integration to take place
(see [48]). Here too modeling can play a vital role. It is often stated that security
requirements of any system (and multi-agent systems in particular) must also
be addressed in the early stages of system development. They must also be ad-
dressed throughout the development of the system [35]. Analysis of the security
requirements of multi-agent systems is often neglected (see [10], [11]). The usual
approach towards the inclusion of security within a system is to identify security
requirements after the definition of the system. This has aggravated the growth
of computer systems impaired with security vulnerabilities. An analysis of the
security requirements helps in identifying security bottlenecks.

In many real-life applications such as a multi-agent based e-learning environ-
ment [68] and health-care applications such as the one discussed in [4] security
is paramount. Agents themselves need to be protected from each other as well
from the systems in which they will be deployed. Agents must be protected from
the vulnerabilities of the systems in which they will be deployed. It is important
to secure agents and systems from malicious agents. Sandboxing is a technique
often used in providing a secure execution environment for agents. However,
sandboxing has certain limitations too. Often, encryption is not employed for se-
curing agent communication. Models for secure communication between agents
have been studied in [15], [50]. Such models can provide guarantees for code,
data and execution integrity, data privacy and prevention from malicious rout-
ing. Models for agent coordination, authentication and authorization have been
studied by [13]. Privacy and integrity of information is not often provided when
it is needed.

It is very important to protect agents from the misbehavior of other agents.
Such unacceptable behaviors may include denial-of-service by malicious agents
as well as spying by such agents. Many systems that are otherwise good do
not have the provision for strong authentication and authorization mechanisms
[66]. This greatly affects their usability. Very often in multi-agent systems sim-
ple access control models are employed. Such models may be unsatisfactory.
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The issue of trust amongst agents is often not clearly established in many multi-
agent systems (see [53]). It is necessary to establish clearly which agents can be
trusted and which agents cannot be trusted. Very often in multi-agent systems
there is a strong reliance on the security mechanisms of the underlying operating
system. Often multi-agent systems seem to rely heavily on the security policies
of the underlying operating system: for example, for file access control. If the
security provided by the underlying operating system is weak then the multi-
agent system also provides weak security.

In some situations, the confidentiality of communication between agents may
need to be ensured by employing encryption. However, this is often not done.
Some multi-agent systems may require non-repudiation to be in built. However,
the designers may not be offering non-repudiation. Digital signatures need to
be employed in e-commerce multi-agent system applications. Secure transport
should be ensured by using appropriate protocols. X.509 certificates need to be
used for security purposes. A secure execution environment for agents needs to
be established. Fault tolerance mechanisms should be included in safety-critical
applications. In some applications, there may be a need for public key infras-
tructures. This is especially true in case of e-commerce applications. Role-based
access control mechanisms can be set up so that access is controlled to the extent
it is required. Privilege management is an often overlooked aspect in many soft-
ware applications and this also applies to those involving multi-agent systems.
The principle of least privilege is often not used by developers in order to ensure
better security. Protocols that are often employed to provide security include
IPSec, SSL, and TLS.

It is expected that unauthorized access to information must be prevented.
Unauthorized alteration of data should also be prevented. In some multi-agent
based systems, man-in-the-middle attacks should be overcome. The use of cryp-
tography should be considered in multi-agent systems when confidentially be-
comes critical. Some multi-agent systems may require single sign-on since users
may not prefer to login too many times. Single sign-on in case of Web services
based applications is not easy to achieve in terms of implementation as there are
many complexities involved. Traditionally, security is provided by making use of
firewalls, proxies, intrusion detection systems, and intrusion prevention systems.
In e-health applications such as those discussed in [4] and [70], the confidentiality
of health records must be maintained.

In many applications it is necessary to maintain the confidentiality of agent
interactions [6]. Delegation is frequently not done in a proper fashion. Insecure
delegation leads to security breaches. Accountability should be ensured within
multi-agent systems. Modal logic has been employed in [40] for characterizing
the relationship among trust, information acquisition and trust in multi-agent
systems. Public key infrastructure (PKI) may be used as in [31] for access control
and delegation purposes. Identity certificates may be used as explained in [31]
for authentication of agents whereas authorization certificates may be used for
authorization of agents. PKI may also be useful for authentication purposes
(see [23]).
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Table 1. Security aspects often overlooked when designing multi-agent systems

No. Aspect

1 Authentication
2 Authorization
3 Confidentiality
4 Non-repudiation
5 Agent Integrity
6 Message Integrity
7 Host Integrity
8 Message Privacy
9 Trust

10 Availability
11 Delegation
12 Integration of security concerns during the development phase
13 Analysis of security requirements
14 Protection from the vulnerabilities of the underlying system
15 Secure execution environment for agents
16 Spying by malicious agents
17 Fault tolerance
18 Least privilege
19 Reliance on the security mechanisms of the underlying operating system

3 Challenges in Multi-agent Systems

Malicious hosts pose a major problem for agents (refer [8], [28], [29], [45]). Many
experts believe that this problem has no easy solution. A malicious host can
observe code, data, and control flow. Malicious hosts may also manipulate code,
data and control flow. They may also alter the routes of agents. Malicious hosts
can cause incorrect execution of code and sometimes re-execution of code. Such
hosts may also deny execution by agents. This may be in entirety or perhaps
partially. Malicious hosts may also pretend as if they are some other hosts. Com-
munication between agents may also be observed by malicious hosts. Communi-
cation between agents is also vulnerable to manipulation by malicious hosts.

There are many threats in multi-agent systems. Some of the common threats
include: man-in-the-middle attacks, modification of data, replay attacks, break-
ing crypto-systems by deriving private key data from public key data, and denial
of service attacks. So it becomes important to develop countermeasures to deal
with such threats (refer [14], [16]). Attack trees may be used for identifying
possible attacks. Ensuring privacy in multi-agent applications handling sensitive
personal data is a key challenge [22].

4 Conclusion

We have seen various security aspects of multi-agent systems that are often
overlooked by developers. It is important to ensure the security of multi-agent
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systems. Often the success or failure of multi-agent systems depends on the
robustness of the security provided by them.
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Abstract. Phishing is a well-known technique used by internet fraudsters for 
acquiring sensitive and personal information from users by impersonating a 
real identity. A Phishing attack involves various deceptions & advanced  
cybercrime techniques, some of them includes email spoofing, exploiting 
browser side vulnerabilities, fraudulent emails and Phished websites creation 
techniques using scripting languages and technologies. Phishing causes identi-
ty, goodwill and money loss to companies and individuals. One of the major 
problems we identified is the reduced usage and reliability on the email Infra-
structure as a communication medium between customers and companies.  
Previous schemes for phishing prevention such as those which use browser ex-
tension, Quick Response code, Extended Authentication server & device and 
smart card based techniques are complex and difficult to make use in real 
world scenario. We present an architecture that can be used by companies for  
preventing phishing attacks by sharing a piece of secret information with every 
customer and using it as an authentication mechanism to prove their originality 
when a customer login to their websites using links provided in their emails. 
The unavailability of secret information which is securely shared between  
customer and the company will prevent a phisher in creating deception and 
hence will prevent phishing attacks which occur due to malicious links in 
phished emails. This will increase the reliability of email service as an authen-
tic communication medium. The efficacy of this technique does not rely on re-
sults of any spam or phishing prevention scheme provided at email service 
provider side. 

Keywords: Phishing, phisher, authentication. 

1   Introduction 

Phishing was known to people in the year 1996. It can be defined as an art of deceiv-
ing people on the internet, so as to steal the personal information secret to them such 
as user names, passwords, bank account numbers, credit card details etc. The concept 
was termed as phishing as the fraudsters are using emails as a medium to “Phish” user 
information such as usernames and passwords in the sea of internet users. The name 
resembles the word fishing; ‘ph’ is used instead of ‘f’ for two reasons: 
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1. To make it a different word 
2. The letter ‘ph’ is derived from the word “phreaking” which is known to be the 

earliest form of hacking of telephone lines.  

Phishing come first time into the knowledge of people as a severe attack in 1996 
when cyber criminals stole American Online Passwords by deceiving the AOL users 
through phishing [11]. 

Phishing is a deception technique used by attackers (Commonly known as Phish-
ers) for gaining personal information from end users, with the help of fraudulent and 
spoofed emails, Phished Websites and various deception techniques. The aim of the 
phisher lies in obtaining personal information or credentials from an end user such as 
bank account numbers their passwords, credit card details etc. They use this informa-
tion in doing mischievous and fraudulent activities such as accessing important in-
formation and secrets, withdrawing money of an individual on web. 

Phishing starts when an attacker uses a mass-mailer for sending fraudulent and 
spoofed emails by impersonating themselves as an authenticated bank, financial or 
social institution to a large population of end users. Phishing generally starts with a 
mass mailing activity to increase the population of end users that will eventually fall 
for Phishing. Phishers also use a phished website that looks exactly same as that of 
the original one he is targeting to phish, except for the domain name and the DNS 
entry it will use. The attack scenario starts when the attacker sends a phished email 
using spoofing and advanced email creation techniques such as those used in email 
newsletters, with other fraudulent techniques to fulfill their specific needs. The end 
user or the victim opens the email and because of deception techniques used inside it, 
trusts on the originality of its contents and its sender and clicks on the URL specified 
in it. The URL looks normal but it will take to a phished Web site.  

The phished website is created in a way to look like an original highly trusted site 
that a phisher is targeting. As an example a phishing website can be of a highly 
trusted bank having the same text the same logo and animations as it is on the original 
bank website. When a user reaches a phished website which he can’t identify as 
phished one, he enters information asked by the website such as user id’s password, 
credit card numbers etc. which eventually get stored in the servers of the phisher. 

Phishing is termed as a deception technique as it creates an illusion to the receiver 
of an email that, it is from an entity on which user’s trust, but behind the scenes it is 
not as expected. Email phishing is carried out with the help of many other tricky tech-
niques which are used for internet fraud in today’s internet world, one of which is 
Email spoofing. Email spoofing technique allow an attacker to send email using oth-
er’s identity which causes a severe problem, because now he can send anything such 
as wrong information, malicious codes etc. and held others responsible for his wrong-
doings. Spoofing creates two problems: one is of creating wrong trust in the mind of 
end user, hence gaining confidence, so that he will do what is required and second is 
of wrong backtracking because an innocent user or group will be held responsible for 
the problems created. Email spoofing plays an important role in carrying out email 
phishing as it makes the user to believe on the illusion of reality, created by a Phisher. 

The statistics as obtained from Avira shown in Table 1. are of February 2011 
which shows that phishing attacks are more Top level domain and business centric. 
The most phishing attacks are on the .com top level domain and the companies which 
gets most affected are those which involve some kind of electronic money transfers 
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and social networking. Hence Phishing is from one of the most important threats in 
the internet world that is to be taken care of. The damages that it causes include loss 
of money, information and good will. 

Table 1. Statistics of Phishing Attacks 

# Top Level   

Domain 

% # Brand Name % 

1 .com 51.56 1 PayPal 53.5

9 

2 Others 15.82 2 Others 20.0

3 

3 .org 6.20 3 HSBC Bank 5.07 

4 .net 5.94 4 Chase Bank 4.43 

5 .uk 3.69 5 Facebook 4.09 

6 IP address 3.22 6 EBay 3.48 

7 .br 2.44 7 Bank Of America 3.16 

8 .tk 2.18 8 Visa 2.19 

9 .ru 2.01 9 Lloyds 2.07 

10 .tl 1.23 10 Banco Satander 1.88 

 
In this paper we propose an architecture that will solve the problem of phishing 

that is launched through Phished website links in emails. The problem created by this 
attack is of bad trust in email service as an authentic communication medium and loss 
of credentials of users.   

The next section will describe the previous schemes for phishing prevention.  
Section 3 will describe our proposed scheme with section 4 giving the description of 
overall benefits. Section 5 ends the discussion with conclusions and future work.   

2   Previous Work 

A detailed description of previous schemes proposed for preventing phishing attacks 
with their assumptions, advantages and disadvantages are in a Table shown on the 
next page. From the study of previous techniques we concluded that there are some 
common shortcomings in them which are as follows: 

1. Various Schemes based on Secret Images shared between website and us-
er and which are revealed during pre-logging when the user enters the se-
cret key are annoying and vulnerable. As they ask users to enter a new 
watermark image and its position each time a user logs out, also a Phisher 
can obtain the secret key from the user by creating fake login pages and 
can obtain the Watermark image and its location from the original web 
page by using the secret key obtained from the user. 

2. Use of Advanced Technologies such as Radio frequency Identification 
Technology (RFID) for authentication requires that a user must carry the 
RFID reader and Tokens for Login. 
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3. External authenticating device usage in prevention of phishing attacks add on 
to the cost and complexity. Complexity is increased because the user interac-
tion will be secure but complex as now it requires external device communi-
cating with the browser which will then eventually contact to the target serv-
er. Also it will always require an external device for secure access.  

4. Those solutions that require client server support require changes in the 
underlying frameworks and architectures also their maintenance and 
proper synchronization is a requirement. Also real time implementation, 
deployment and performance are of great concern. 

5. Email Authentication and verification schemes require key management 
activities which will increase an extra burden on the system as now sys-
tem has to take care of keys for each and every user.  

6. Techniques implemented for avoiding key logging and improving pass-
word schemes are complex with respect to a normal user as he certainly 
doesn’t want to annoy on every time he logs on to the website by entering 
keys through keypads and hence require initial user training. 

7. Those schemes that implement security of user passwords at client’s side 
with browser extensions are difficult to implement. 

8. Client server interaction for authentication during every secure transaction 
increases the communication and computation cost at both client and 
server side. 

9. Schemes based on short time passwords and certificates require special 
systems such as offline card readers (FINREAD reader) and Smart cards 
for their generation which add up extra cost and complexity to the under-
lying system.  
 

Abbrevia-
tion 

Proposed Scheme Paper 
name 

Assump-
tions 

Advantages Disadvan-
tages 

Water-
marking 

Based [1] 

Author proposed an anti-
phishing approach based on 
Dynamic watermarking tech-
nique. According to this approach 
user will be asked for some 
additional information like 
watermark image, its fixing 
position and secret key at the 
time of user’s registration and 
these credentials of particular 
user will be changed at per login. 
During each login phase a user 
will verify the authentic water-
mark with its position and decide 
the authenticity of website. 

Detection 
and Prevention 
of Phishing 
Attack Using 
Dynamic 
Watermarking 
A.P. Singh et.al 
2011 

User will 
select a 
watermark 
image and its 
position at 
website while 
logging out. 
User Account 
database that 
will store 
secret key & 
Watermark 
Image with 
regular 
credentials. 

Doesn’t re-
quire any external 
mobile device. 
Feasible to 
implement with 
minimal changes.  

During 
every logout 
user is asked for 
reentering new 
watermark 
image and its 
position which 
is annoying. A 
phisher can 
obtain the initial 
secret key 
through 
phishing and 
can obtain the 
watermark 
position and its 
location. 

RFID 
Based [2] 

Authors proposed a RFID 
(Radio Frequency Identification 
Technology) Factor Authentica-
tion Application (RFAA) 
techniques; an enhanced tech-
nique from SofToken scheme that 
acts as a technique for two-factor 
authentication. 

A Sophis-
ticated RFID 
Application on 
Multi-Factor 
Authentication 
J.C. Liou et.al 
2011 

RFID 
tags and 
RFID reader 
and changed 
Login 
Infrastructure. 

RFAA is a 
two factor 
authentication 
scheme for more 
secure identifica-
tion. RFAA can be 
used for both 
online transactions 
and computer 
system access as 
opposed to the 
SofToken applica-
tion that primary 
addresses to online 
transaction 
security 

RFID read-
er and Tokens 
will be required 
each time user 
login.  
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External 
Authentication 
Device based 
[3] 

Author proposed techniques 
based on external authenticator. 
They proposed that user’s must 
be authenticated by an external 
authenticator that they cannot 
reveal to malicious parties. 
Scheme uses additional authenti-
cator on a trusted device, which 
can be a cell phone or a PDA, 
such that the attacker will have to 
compromise the device to obtain 
user password and to obtain user 
account. 

Phool-
proof Phishing 
Prevention B. 
Parno et.al 2005 

User can 
establish a 
secure 
connection 
between their 
cellphone and 
their browser 
and the 
cellphone 
itself has not 
been com-
promised. 

Prevent active 
man in middle 
attacks. Use of 
cellphones allows 
us to minimize the 
effect of hijacked 
browser windows 
and facilitates user 
convenience since 
it can be used at 
multiple machines.  

Requires 
the usage of 
external 
authenticating 
device to solve 
the purpose 
which will add 
complexity in 
the way a user 
account will be 
accessed. 

Post Phish-
ing Rescue 
based [4] 

Authors proposed post 
Phishing Rescue technique. Here 
client identifies whether user 
have entered valid credentials on 
a faked website and Server 
capture this information from 
various clients. if there is some 
phishing going on server transfer 
the information to target domain 
for immediate attention. 

 

Password 
Rescue: A New 
Approach to 
Phishing 
Prevention D. 
Florˆencio and 
C. Herley 2006 

Assum-
ing that a 
white list and 
a black list 
are main-
tained and 
updated 
regularly and 
a notion of 
trusted client 
and server 
ends who will 
cooperate. 

The scheme 
doesn’t protect the 
user from informa-
tion leakage but 
rather try to detect 
and then rescue 
the user from bad 
trust decisions.  

Complex 
and require 
client and server 
deployment and 
synchronization. 
Also require to 
maintain white 
list and blacklist 
of sites. Real 
time implemen-
tation consid-
erations 

Email 
spoofing 
detection based 
[5] 

Authors proposed a  novel 
key distribution architecture and 
identity based digital signature 
for making email trustworthy and 
hence detecting & mitigating 
spam mails by detecting email 
spoofing 

Fighting 
phishing 
attacks 
lightweight 
trust architec-
ture for 
detecting 
phished mails. 
B. Adida et.al 
2005 

Up-
graded email 
client and at 
least one key 
server. 

The scheme is 
lightweight neither 
pre-established 
public key 
infrastructure nor 
cooperation 
between email 
domains is 
required. all 
legitimate uses of 
email remain fully 
functional after the 
changes required 
by the scheme 

Real time 
implementation 
considerations. 
Requires 
noticeable 
changes in the 
email service 
provider’s side 

Picture 
passwords 
Based [6] 

   

Author has shown the usabil-
ity of Picture passwords and 
shown how picture keypads can 
be used for entering credentials 
instead of typing through 
keyboard. A number of features 
of keypad are personalized to the 
user such as background color 
border design of keypad which 
differ from other users, and 
selected from the user’s stored 
account record by means of the 
user’s username. This provides 
protection against phishing, by 
alerting the user when any 
changes to their familiar keypad 
‘look-and-feel’ occur, which is 
unknown to the phisher. 

The usa-
bility of picture 
passwords N. 
Fraser  

Set of 
pictures from 
which a 
subset of 
pictures will 
be issued as 
password to a 
particular 
user 

Avoid log-
ging by key 
loggers, also it is 
impossible for a 
user to disclose 
their password on 
a randomly 
generated phisher 
keypad as it is 
hard for a phisher 
to randomly 
generate a keypad 
that contains all 
picture necessary 
for entering the 
password by a 
user. 

It will be 
complex from 
user’s perspec-
tive to enter the 
password each 
time during 
login by picture 
keypad and will 
require user 
training. 

Dynamic 
security skin 
based [7] 

Authors proposed two inte-
raction techniques to prevent 
spoofing. 1. Browser extension 
provides a trusted Window in the 
browser for username and 
password entry.  A photographic 
image for creating a trusted path 
between the user and the window 
so as to prevent spoofing of the 
Window and text entry fields. 2. 
The scheme allows the remote 
server to generate a Unique 
abstract image for individual user 
for each transaction. The image 
will create a “skin” that will 
automatically customize the 
Window or the user interface 
elements in the content of a 
remote web page. The extension 
will allow the browser to inde-

The Battle 
Against 
Phishing: 
Dynamic 
Security Skins 
R. Dhamija, 
J.D. Tygar  
2005 

Confi-
gured remote 
server and 
browser 
extension. 

To authenti-
cate, the user has 
to recognize only 
one image and 
remember one low 
entropy password, 
no matter how 
many Servers he 
wishes to interact 
with. To authenti-
cate content from 
an authenticated 
server, the user 
only needs to 
perform one visual 
matching opera-
tion to compare 
two images. 

Increases 
the complexity 
of user inter-
face, require 
initial user 
training requires 
client server 
interaction each 
time a transac-
tion is per-
formed. 
Extended 
browser 
window, 
increases the 
complexity of 
user interaction. 
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pendently compute the image it 
expects to receive from the 
remote server. To authenticate 
content from the server, the user 
can visually verify that the 
images match. 

Browser 
Extension 
Based [8] 

Authors described a browser 
extension, PwdHash that transpa-
rently produces a different 
password for each site, which 
improves web password security 
and defends against phishing and 
other attacks. Browser extension 
apply a cryptographic hash 
function to a combination of the 
plaintext password entered by the 
user, data associated with the web 
site, and (optionally) a private 
salt which is stored on the client 
machine. 

Stronger 
Password 
Authentication 
Using Browser 
Extensions B. 
Ross et.al 2005 

Browser 
Extension, a 
good crypto-
graphic hash 
function. 

The scheme 
requires no 
changes on the 
server side. Theft 
of password 
received at one of 
the website will 
not reveal the 
password that will 
be used at another 
website. 

Implement-
ing this pass-
word method 
securely and 
transparently in 
a web browser 
extension turns 
out to be quite 
difficult 

Smart card 
based [9] 

Authors proposed two solu-
tions:  

1. Short-time password solu-
tion. This authentication scheme 
uses an offline card reader and a 
smart card to produce short-lived 
passwords on demand. 

2. Certificate-based solution. 
This authentication scheme uses a 
secure online card reader, the 
FINREAD card reader, and a 
smart card to sign SSL/TLS 
challenges on demand 

Secure In-
ternet Banking 
Authentication, 
A. Hiltgen,  
et.al 2006 

Java 
Applet 
Websites that 
can detect 
FINREAD 
card reader, 
Card Readers. 

The user’s 
credentials are 
stored on the 
smart card and can 
only be accessed 
via an offline 
smartcard reader, 
so malicious 
software can’t get 
the user’s symme-
tric cryptographic 
key or related 
functionality. 
Scheme effective-
ly thwarts both 
offline credential- 
stealing attacks as 
well as online 
channel-breaking 
attacks. 

Necessity 
of mobile 
equipment’s. 
Require major 
changes in 
underlying 
system. Com-
plex. 

QR Code 
based [10] 

Author proposed an anti-
phishing single sign-on (SSO) 
authentication model using QR 
code. This scheme is secure 
against phishing attack and even 
on the distrusted computer 
environment. Scheme consists of 
three phases: login request phase, 
QR code generation phase, and 
verification phase. 

A mobile 
based anti-
phishing 
authentication 
scheme using 
QR code, K. 
Choi et.al 2011 

QR 
(Quick 
Response) 
Code reader, 
extended 
authentication 
server, 
External 
Mobile 
device. 

User can 
access the web 
sites in online 
Environment of 
distrust local 
computer and web 
server using 
mobile device. 
Even if the user's 
sensitive informa-
tion is exposed, 
attacker cannot 
obtain the mobile 
information 
because user data 
is encrypted by the 
mobile device. 
Users can check 
the web server 
whether this server 
is the phishing 
server through the 
extended authenti-
cation server 

Complex 
Scheme for 
deployment 
Requires an 
extended 
authentication 
server, whose 
reliability is a 
concern. 
Requires a 
secure external 
mobile device. 
Feasible, 
efficient and 
transparent 
deployment in 
real world is a 
question.  

10. Extended authentication schemes for prevention of Phishing requires con-
figuration, management and security consideration for extended authenti-
cation servers which are used to authenticate the web-servers a user is 
communicating with. Also it increases the communication time and cost 
for each user login. 
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3   Personal Secret Information Based Authentication towards 
Preventing Phishing Attacks 

Our proposed sheme is for prevention of phishing attacks by providing users a way to 
verify the originality of the website they are logging with while they click on a link in 
the e-mail that comes to their E-mailbox. This is achieved by using a piece of secret 
information that can be a photograph or a key which is shared between the user and 
the website and is provided by the user at the time of online account creation. In our 
implementation we will use a photograph as a piece of secret information. The overall 
architecture proposed is shown in fig1. 

The architecture proposed require minimal changes to the underlying database that 
is used by websites for storing user credentials. Generally websites of online banking, 
social networking and others store userid and passwords as secret credential for a 
unique user and the verification includes checking these credentials when a user login 
with them. Our proposed scheme requires that websites should include some more 
user secret information to prevent phishing and use them in a way that will help the 
user to discriminate between original and phished websites. By secret information we 
mean userid, password as usual with the additional use of a user’s photograph or a 
secret phrase. 

The overall scenario and the underlying scheme we propose is based on the 
assumption that if a user can see the login pages of their websites personlaized then 
there will be low chances that they will fall for phishing as a phisher cannot provide 
such a personalization on a phished website as he is unaware of the secret information 
shared between user and the original company website and which is being used as a 
way to provide personalized experience to each unique user. 

The personalization for each user while they click on the links sent to them 
through email from original companies is achieved by storing URL suffix for each 
user which is encrypted userid and will be used with the compaanies URL whenever 
company wants any communication. This will result in URL suffixes for each 
individual user which are stored with the user credentials in the database. these will 
be then sent to the user whenever company wants to contact the specific customer. 
when the user click on such a link the url suffix will be retrieved and processed to 
get the user id associated from where he can extract the secretv information shared 
with the website and display them at appropriate places during login to provide user 
a kind of personlization. The Encryption scheme for converting unique user 
information such as user id’s to URL suffixes with the decryption scheme showing 
the server side processing of URL to obtain the userid for providing user 
personlization is shown in Fig.1 also explains the usage scenario in which the 
scheme will be deployed and used. 
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the user database with that user id and is then sent as URL suffix with the companies 
URL link that company will sent to the user for logging in emails. 

3.2   Decryption Scheme 

Whenever a user will click on the link in the mail from the original companies 
website the link is processed at the server side. The processing includes fetching the 
URL suffix associated with the URL and then decrypting it with the symmetric 
decryption scheme(AES) to obatin the userid which was encrypted. the user id is then 
used to extract the secret information which is photograph associated with the user 
and then eventually displaying it on the login window. This will make sure the user 
that the page with which is he logging with is original as phisher has no knowledge of 
the secret photograph he shared with the company during account creation. 

Both Encryption and decryption schemes require the usage of a trusted component 
at the server side that will store the secrets for encryption and decryption scheme. we 
call it in our scheme as Credentials manager. for encryption and decryption we have 
proposed Advanced Encryption standard (AES). The initial study shows that AES is a 
good symmetric enryption scheme as the only way of breaking it is through brute 
force attacks and those kind of attacks on hug key sizes as provided by AES are 
proven to be difficult and is also used in [10]. The credential manager will store the 
information for the AES encryption scheme and are as follows: 

1. Salt which act as second secret password 
2. Hash Algorithm can be SHA-1 or MD-5. 
3. Secret key used for encryption and decryption 
4. Initial vector which is an collection of 16 ASCII characters 
5. Password iteration that defines the no of times the algorithm is run on the 

plain text. 

The screenshots of our prototype implementation are shown below: 

 

 

Fig. 2. Sign up page of a website as per proposed scheme 
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Fig. 4. C

Fig. 5. 
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Fig. 3. Login page 

 

 

Comapny Generating URL for user aheadpec 

 

 

Mail Sent from company to user aheadpec 
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Fig. 6. Login page showing secret phrase aheadpec shared with website during sign up 

4   Advantages of Proposed Scheme 

The advantages of our scheme wll provide compared to other techniques are as 
follows: 

1. Our Proposed scheme does not require any kind of support from spam and 
phished mail filters provided by email service providers and also don’t rely on 
their accuracy in detecting phished email. 

2. This scheme can be implemented in real time by companies with minimal 
changes to their server side processing.  

3. Key management is not a task as no sharing of key is done anywhere in the 
scheme. However the credentials managers have to be designed in a way so 
that the credentials can be protected from attackers reach. Also credentials 
manager can refresh the scheme by changing the values of the credentials 
stored after a certain period of time. 

4. The scheme can rely on a single unique key used for encryption and 
decryption of all user ids. But generally credentials manager can implement 
numerous other schemes in which he can allot certain group of user id’s a 
different set of credentials for encryption and decryption and the other group a 
different one that will eventually increase the security. 

5. Our scheme require no changes in the browser or the at the client machine. 
6. There is no requirement for any external authenticating device. 
7. It requires no user training and is not annoying compared to other techniques. 

Also user doesn’t have to remember the position, color, shape and sizes of any 
browser window or watermark Image. 

8. Our Scheme doesn’t require any special external card readers or tokens as used 
in some techniques for phishing preventions and hence our solution doesn’t 
add cost and complexity to the underlying system. 

9. There is no requirement for extended authentication server which cuts off 
extra server maintenance and configuration with reduced time per login. 
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5   Conclusion and Future Work 

We have proposed a novel scheme based on personal secret information for 
authentication towards preventing Phishing attacks which are launched through 
Phished website links in emails. The Scheme is easy to deploy in real world scenario 
with minimal changes and better efficiency. A working prototype of the proposed 
scheme is developed and its accessment on various measures such as communication 
cost, time and efficiency is under study.  

In future we will try to apply this technique in a way to prevent Web Phishing 
which occurs when a user reaches a Phished website through typing mistakes on 
browsers etc. and not from links in Phished emails. 
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Abstract. Security is one of the important and challenging aspects in wireless 
sensor network owing to their wireless nature combined with limited memory, 
energy, and computation. We can classify security issue of the wireless sensor 
network into five broad categories as cryptography techniques, key manage-
ment, routing protocols, intrusion detection and data aggregation. Since the key 
management forms an underlying factor for efficient routing protocol and cryp-
tography in wireless sensor network, we focus on key management issue. This 
paper outlines the constraints, security requirements and attacks, which are re-
lated to the key management and routing. Further novel classification of key 
distribution schemes have been proposed. The proposed novel classification and 
comparison distinctly brings to the fore gaps in the existing solutions of re-
search which can be put to use by researchers in the area to identify current 
challenges for designing efficient key distribution scheme. The paper concludes 
with possible future research directions on key distribution in WSNs. 

Keywords: Key distribution schemes, Security, Sensor network. 

1   Introduction 

Wireless Sensor Network contains hundreds or thousands of sensor nodes and these 
sensor nodes have the ability to communicate either amongst each other or directly to 
an external base station (BS). Figure 1 shows a schematic diagram of sensor node 
components. Basically, sensor node comprises of sensing, processing, transmission, 
mobilizer, position finding system, and power units. The same figure shows the com-
munication architecture of a wireless sensor network (WSN) [1, 2].  

These types of the sensor nodes are deployed into the field for the purpose of sens-
ing some specific information. But these sensor nodes are resource constraints. Sensor 
nodes have limitations like computational power, storage, battery etc. So possibility 
of the attacks like hello flood on sensor node is more. Hence it is important to utilize 
available resources effectively with fulfilling the basic requirements like encryption, 
authentication etc.  These (encryption, authentication) services are based on opera-
tions which involves the different [3]keys like encryption-decryption keys, cluster 
key, key which is used in hash function etc. So energy efficient key distribution in 
sensor nodes plays vital role in security of WSNs Section 2 of this paper presents 
constraints of the wireless sensor network along with security requirements. Section 3 
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presents attacks related to the key management and routing. In section 4, a novel clas-
sification of the key management schemes is presented. Section 5 discusses about 
conclusions and future work to be done. 

2   Constraints in Wireless Sensor Network 

Sensor nodes have limited processing power, storage capacity and transmission range 
because of the energy and the physical size. 

Energy: Energy in sensor network is conserved for many purposes like sensing, 
ADC, computation, communication. So for long lasting working of the sensor, all 
these operations should be performed efficiently. 

Computation: Embedded processors in sensor nodes are not so powerful that they 
can perform the complex cryptographic functions. Typically 8bit, 4-12 MHz[4]. 

Memory: Memory includes flash memory and RAM. Flash memory is used for stor-
ing downloaded application code and RAM is used for sensed data, intermediate 
computation. In SmartDust project, tiny OS code space is 3500bytes, and only 
4500bytes [4] are there for the security application.  

Transmission range: Again range is also dependent on the energy limitation. It also 
depends on the environment factors like whether and terrain. 

 

 

Fig. 1. The component of sensor network [3] 

Security requirement: To protect the information and resource from attacks, security 
services are provided in WSNs. These security requirements include: 

• Authentication: It ensures that communicating nodes are genuine and no any 
malicious node can inject or spoof the message. 

• Availability: It ensures that message is made available to the destination node 
even in presence of the intermediate node capture or Denial-of-service attack. 
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• Authorization: It ensures that only authorized nodes can be involved in pro-
viding information to network services.  

• Confidentiality: It ensures that the given information cannot be understood by 
the attacker or any unauthorized person.  

• Integrity: It ensures that information cannot be altered by any intermediate ma-
licious node.  

3   Attacks Related to Key Management and Routing 

Wireless Sensor Network is vulnerable to various types of attacks. In following sec-
tion the attacks which are related to key management and routing are considered. 

Spoofing, altering and replaying attack: In presence of the spoof and replay attack, 
the network traffic can be extensively corrupted. Continuous alteration in the message 
transmits the incorrect message and source node has to retransmit the packets. It re-
duces the battery life in large extend due to power exhaustion. In replay attack, mali-
cious node may capture the any of the network message and replay that message, and 
hence damaging the network performance.[4, 5] 

Selective forwarding attack: Normally sensor nodes are multi-hop systems and the 
assumption in such network is that intermediate nodes faithfully forward the received 
message. In this type of attack the malicious node may refuse or simply drop some 
part of message [4-6]. Such type of attack is most effective when attacker is explicitly 
included on the path of data flow. 

Sybil attack: The Sybil attack is a case in which malicious node shows multiple iden-
tities. Malicious node behaves as it is a large number of the nodes for example imper-
sonating other node or simply claiming false identities. In worst case, an attacker may 
generate an arbitrary number of additional node identities, using single device [4, 7].  

Sinkhole attack: The attacker tries to pass nearly all the traffic from a particular area 
through a particular/malicious node. An attacker makes a compromised node look 
more attractive to the surrounding nodes by forging routing information and ultimate-
ly surrounding nodes will choose next node to route the information through the com-
promised node giving access to all data. Many attacks can be initiated [4, 5] through 
the sinkhole attack ex. Wormhole, selective forwarding or eavesdropping. 

Wormhole attack: A wormhole is low-latency link between two portions of the net-
work over which attacker replays the network messages [5, 8]. An attacker receives 
the packets at one portion of network and tunnels them to another portion, and then 
replays them into the network. These tunneled packets arrive sooner than the other 
packets transmitted over normal multi-hope route because these tunneled distances 
are longer than the normal wireless transmission range of a single hop. The wormhole 
attack is possible even if the attacker has not compromised any hosts and even if all 
communication provides authenticity and confidentiality. 

Hello flood attack: Many of protocol use HELLO packets for getting the list of the 
neighboring nodes and assume that replied nodes are within their transmission range 
and are therefore neighbors. But an attacker may use high-powered transmitter to 
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track maximum areas[5] so that, other nodes will believe that they are neighbor. If the 
attacker falsely broadcast a superior route to the base station then all nodes will pass 
the information through those attacking nodes even that node is out of range. 

Acknowledgement spoofing attack: Acknowledgements are sometimes required in 
the sensor networks. An attacker node can spoof acknowledgements. Goal of the 
spoofing the acknowledgement is that attacker can convince[5] the sender node by 
giving false information like a weak link as strong or dead node as alive. 

Tampering attack: Tampering is a physical layer attack. Given physical access to 
node, attacker can extract sensitive information such as cryptographic keys and some 
other data on a node [9] and may create false identity. 

Table 1. Different types of attacks and their defense mechanism along with related issue 

 
TYPES OF ATTACK 

 

 
DEFENSE MECHANISM 

 
ISSUE 

Tampering a. Tamper-proofing
b. Hiding 

High cost

Spoofed, Altered, or Rep-
layed Routing Information 

a. MAC
b. Monitoring 
c. Lightweight Authentication 
d. SPINS protocol 

Computation power
Computation power 

Selective Forwarding a. Multi path routing
b. Probing 

Computation power

Sinkhole a. Authentication
b. Geographical routing 
c. Redundancy 
d. Monitoring 

Computation power, key distribution 
Energy consumption 

Sybil a. Use of symmetric keys
b. Probing 

Computation power, key distribution 
Energy Consuming 

Wormhole a. Authentication
b. Time synchronization 
c. Packet leashing by geograph-

ical and temporal information 

Computation power, key distribution 
 
Infeasible 

Hello flood Attack a. Authentication
b. Verify the bidirectional link 

Computation power, key distribution 
 

Ack. Spoofing a. Authentication Computation power, key distribution 

Node replication attack a. Localized voting system
b. Key renewing 

Replication attacks
 

4   Key Distribution Schemes 

In wireless sensor network, to provide the basic security requirement like encryption, 
decryption, authentication etc. we have to perform some operations involving the 
different types of keys. With considering the constraints of the sensor node, we have 
to distribute these keys to all the sensor nodes. This key distribution operation must be 
energy efficient so as to increase the life-time of sensor node. An open research prob-
lem is how to set-up secrete keys among the communicating nodes. There are differ-
ent schemes are proposed for key distribution among the sensor nodes. These schemes 
are categorized with the following properties [3, 10, 11]: 
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• Pre-distribution/Post-distribution: In pre-distribution schemes the keys are 
stored into nodes before deployment into the field and in post-distribution 
schemes the keys are distributed after the deployment into the field with the 
help of trusted server or self-enforcing property. 

• Homogeneous/Heterogeneous: In homogeneous sensor network, all the nodes 
are identical and having the same computational power, storage capacity and 
energy level whereas in case of the heterogeneous sensor network, small num-
ber of sensor nodes are more powerful in terms of the energy, storage and com-
putational power than other large number of the sensor nodes. 

• With deployment knowledge/without deployment knowledge: Sensor net-
work which knows that where and how the sensor nodes are deployed into the 
network that comes under deployment knowledge category. And other sensor 
networks, which don’t have information about the deployment knowledge, that 
comes under without deployment knowledge category.  

Different types of key distribution schemes are classified as shown in the figure 2: 

 

Fig. 2. Classification of key distribution schemes  

4.1   Trusted Server Scheme 

Trusted server scheme depends on the trusted server for key agreement between two 
different nodes, e.g. Kerberos. Such a third party key distribution requires infrastruc-
ture which is impractical [11, 12]for sensor network.  

4.2   Self-enforcing Scheme 

Self-enforcing scheme depends on asymmetric cryptography. it is very good solution 
for key management and distribution in WSN but sensor nodes have lot of limitations 
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like memory and processing power. Limited computation and energy resources of the 
sensor nodes often make it undesirable to use public key algorithms, such as Diffie-
Hellman key agreement or RSA. Several works shows[13] that lightweight versions 
of the public key algorithms can be utilized in the sensor networks. 

4.3   Pre-distribution Schemes 

In pre-distribution schemes the keys are stored into nodes before deployment into the 
field. These can be further divided into schemes for homogeneous and heterogeneous 
environment. 

4.3.1   Schemes for Homogeneous Network 
In homogeneous sensor network, all the nodes are identical and having the same 
computational power, storage capacity and energy level. 

4.3.1.1   Without Deployment Knowledge. In these schemes, deployment knowledge is 
not considered. 

4.3.1.1.1   One Master Secrete Key Scheme [11]: In one master secrete key scheme, 
each node carry one master key, pre-distributed before deployment. This master key 
is used to achieve the key agreement and obtain a new pair wise key. Because of one 
master key, this scheme doesn’t exhibit desirable network resilience. If any node is 
compromised then the entire sensor network will be compromised. In this scheme 
giving the temper proofing mechanism, will increase the cost as well as energy con-
sumption of each node.  

4.3.1.1.2   N-1 Secrete Pair-Wise Key[11]: In N-1 secrete pair-wise key scheme, if 
there are N nodes then each node should have to carry n-1 secrete pair-wise keys. 
Each of which is known to this sensor and one of the other to n-1 sensor node. Resi-
lience is perfect as compared to other scheme because if any of the nodes is compro-
mised then that node does not affect the security of communications of other nodes. 
But this system has main two drawbacks. It is not practical because of extremely li-
mited amount of memory. As the network grows (N), memory required for storing 
keys also increases. Second one is, adding new node to pre-existing network is com-
plex because the existing nodes do not have the keys of the new sensor node. 

4.3.1.1.3   Basic Scheme [14]: It consists of three phases. Key pre-distribution, shared 
key discovery and path key establishment. First phase store small number of the keys 
into nodes key ring, taken from generated pool of keys to ensure that two node share 
at least one key with a chosen probability. Second phase establishes the secure link 
between two nodes only when they carry secrete key common. Third phase assigns 
the path-key to selected pairs of sensor nodes in wireless communication range that 
do not share a key but are connected by two or more two or more links at the end of 
the shared key discovery phase. 

4.3.1.1.4   q–composite Key Scheme [10]: In previous scheme, we require common 
single key from key rings of two communicating nodes in order to secure link in the 
key–setup phase. In q –composite key scheme, q>1 common keys are needed. In this 
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way it increases the resilience of the network against node capture. This scheme uses 
Merkle puzzle in key set-up phase. After key set-up and discovery a new communica-
tion link key is generated as: K = hash (K1||K2||…||Kq) and hashed in canonical order. 
This scheme has no resistance against node replication since node degree is not con-
strained and there is no limit on the number of times each key can be used. 

4.3.1.1.5   Multipath Key Reinforcement [10]: This method conjunction with basic 
scheme strengthens the security of an established link key by establishing the link 
through multiple paths and improves the resilience against node capture. Key set-up is 
as per basic scheme. Then each link is secured using a single key from key pool. This 
single key may be the part of any other node and if that node is captured then the link 
may not be secured further. So to address this problem, multipath reinforcement 
scheme update the communication key to a random value after key set-up through 
multiple paths between the nodes. The more the path we can find between the nodes, 
the more security multipath key reinforcement provides for the link between any two 
nodes. A link is considered completely compromised if all its reinforcement paths are 
also compromised. 

4.3.1.1.6   Random Pairwise Key scheme [10]: In initialization phase, a node can only 
store random set of np pairwise keys where n is total nodes can be used in sensor 
network and p is probability. Total n node unique identifiers are generated. Size of 
network may be less than n and other unused identifiers are used for future network 
expansion that means provides some range of scalability. In post-deployment key set-
up phase, each node first broadcasts its node ID to its immediate neighbors. Scheme 
provides node-to-node authentication by using identifiers. Provides distributed node 
revocation with adding some overhead in key storage and provides perfect resilience 
against node capture as it does not reveals any information about links. 

4.3.1.2  With Deployment Knowledge. In pre-distribution schemes the keys are stored 
into nodes before deployment into the field 

4.3.1.2.1   ABAB Scheme [15]: This scheme uses approximate deployment prior 
knowledge to improve the performance of a random key pre-distribution scheme. 
Motivation of this scheme is to design simple, flexible key distribution scheme[14] 
that are easily applicable, extensible and sufficiently secure. This scheme uses two 
large key pools for overall network with some common keys in common. This 
scheme is totally based on “the basic scheme”. 

4.3.1.2.2   ABCD Scheme [15]: ABAB scheme is easily applicable in sensor network 
but it has a resilience problem since same keys are used in different zones several 
times. ABCD scheme is more complex than ABAB but it is more efficient and resi-
lient scheme as it uses 2r keys pools, where r is the number of rows of deployment. 
Direct key and path key establishment is as per the basic scheme.  

4.3.2   Schemes for Heterogeneous Network 
In homogeneous scheme, it is assumed that all sensor nodes are of same power and 
same capacity. But the works have suggested [16]that connectivity, lifetime, reliabili-
ty and resilience can be improved substantially if few nodes are given greater power 
and transmission capacity.  
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Some Common Assumptions of heterogeneous sensor network environment are: 

• There are two types of sensor nodes H (powerful and provided with temper-
resistance) and L (ordinary). 

• Each L nodes and H nodes have unique node ID. 
• Routing in Heterogeneous sensor network consists of two phases:  

1. Intra cluster routing (each L sensor sends data to its cluster Head) 
2. Inter cluster routing (Each cluster head sends may aggregate data from  

multiple 

L-sensors and then sends compressed data to sink via the H-sensor backbone.  
Following are some heterogeneous key distribution schemes in heterogeneous 

wireless sensor network: 

4.3.2.1   Routing Driven Key Management Scheme [17]:  This scheme is referred as 
ECC based key management scheme. This scheme requires only small number of 
ECC computations in each L-sensor as compared to ECC public key cryptography. 
Server generates pair of ECC public and private keys, one pair for each L-sensor and 
H-sensor. Each H-sensor are pre-loaded with public keys of all the L-sensors, associa-
tion between each L-sensor and its private key, and a special key Kh, which is used by 
a symmetric cryptography algorithm for verifying newly deployed sensors and for 
secure communications. Each L-sensor is pre-loaded with private key and public keys 
of H-sensors. In this scheme it is assumed that each L-sensor can determine its loca-
tion. L-sensor sends key request message to H-sensor, which include its location and 
its ID via shortest distance path. After receiving the request message, H-sensor uses 
MST or SPT algorithm to determine the tree structure in the cluster. Then H-sensor 
generates shared keys for each L-sensor and its c-neighbors, Then H-sensor unicasts 
the message to respective L-sensor node with their private key. After receiving the 
message L-sensor decrypt the message and communicate securely with their neigh-
bors. The scheme utilizes the fact that a sensor node communicates with a small por-
tion of neighbors only and thus greatly reduces the communication and computation 
overheads of key set-up as compared to homogeneous schemes. It Stores small num-
ber of keys into the L-sensor. 

4.3.2.2   Key Management Scheme Based on Random Key Distribution [3]: This 
scheme pre-load only one secrete key of key pool into L-sensor generate new key by 
applying one way function on key and its ID. H-sensors are pre-loaded with all keys 
of key pool along with a special master key for inter cluster communication. With 
Hello message L-sensor and H-sensor find their neighbors and then L-sensor sends 
the list of its neighbor to the H-sensor. After that H-sensor generates the data encryp-
tion key and integrity check key and forwards the MAC check along with nonce. Af-
ter receiving the nonce L-sensor calculates the data encryption key and integrity 
check key. After setting the keys, Ha generates the shared pair-wise keys between a 
node and its neighbors. This scheme significantly reduces the storage requirement as 
compared to random key pre-distribution schemes. 

4.3.2.3   A New Key Management Scheme [18]: During cluster formation this scheme 
scheme obtains the distance between the cluster head and other sensor nodes. This 
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scheme uses the concepts of level, as each level has separate seed used for deriving 
the new keys that are only used in that level and neighboring level. The key pool con-
sists of base key and derived keys. Derived key are hash of base keys with different 
seeds. In pre-distribution phase, scheme stores only base key and not derived key. It 
stores randomly k keys into each sensor and c base keys into each H-sensor where 
c>>k. Pair-wise key between sensor and base station is stored in L-sensor and will be 
used for authentication purpose. Each CH sends location to base station by GPS and 
obtains the maximum distance a point can have in his cluster. In this scheme, the 
number of base keys has effect on connectivity between nodes and number of seeds 
has effect on resiliency against node capture. 

Table 2. Comparison of key distribution schemes 

Scheme Pre-
distribu
tion 

Deploym
ent know 
ledge 

Hetero-
geneity 
 

Features Drawback 

Trusted serevr 
[11] 

No No No 1.Good Resilience to attack
2.Low memory required. 

1.Require third party 
2.Trust issue 

Self enforcing 
[13] 

No No No 1.Easy node addition.
2.Good Resilience to attack. 
3.Most secure 

1.High computational 
power 
2.Large memory 

One master key  
[11] 

Yes No No 1.Easy node addition
2.Low Memory required 

1.Bad Resilience to attack 

N-1 pair-wise 
secrete key [11] 

Yes No No 1.Better Resiliecne to attack
 

1. Node addition Difficult 
2.Large memory required 

Basic scheme 
[14] 

Yes No No 1.Good Resilience to attack.
2.Easy Node addition.. 
3.Simple method 

1.Large Memory required 

q-composite 
scheme [10] 

Yes No No 1.More resilience to attack
2.Support Large network 

1.Large memory required 

Miltipath Key 
reinforcement 
[10] 

Yes No No 1. Strongly secure links
2.Good resilience agianst 
node capture. 

1.Add overhead key 
estabilishment traffic. 
3.Large Memory required. 

Random pair-
wise scheme 
[10] 

Yes No No 1.Provides node-to-node 
authentication. 
2.Good resilince aginst node 
attack. 

1.Large Memory required. 
2.Scalable to some extend. 

ABAB [15] Yes Yes No 1.Very simple and flexible.
2.Less secure 
3.Very much scalable. 

1.Required prior 
deployment knowledge 
2.Large Memory required 

ABCD [15] Yes Yes No 1.More secure than ABAB.
2.Highly scalable. 
3.Requires less 
communicational cost. 

1.Complicated than 
ABAB. 
2.Required Prior 
deployment knowledge. 

Routing driven 
[17] 

Yes No Yes 1.Highly secure and scalable
2.Low memory storage. 

1.Sensor node has to send 
its location through GPS. 

Key mgnt. 
scheme based 
on random key 
distribution [3] 

Yes No Yes 1.Better resillience to attack.
2.Low memory required. 
3.Low computational cost. 
4.Addition of node is easy. 

1.Scalable to some extend. 
2.H sensor exhuastion 
may occur with large 
network 

A new key 
management 
scheme [18] 

Yes No Yes 1.Reduces tradeoff between 
resilience and connectivity. 
2.Require low memory. 

1.Sensor node has to send 
its location through GPS. 

 
Table 2 gives the comparison of the different key distribution schemes.  
In homogeneous wireless sensor environment all sensor nodes have to store the 

large number of keys which may lead poor resilience to node capture attack. In hete-
rogeneous wireless sensor environment the given schemes [3, 17, and 18] uses the 
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GPS unit to communicate to location to the cluster head. This adds additional over-
head to the network. So such a hybrid key distribution scheme must be proposed 
which can be used for long lifespan and scalable network without additional overhead 
of GPS unit. 

5   Conclusions 

In wireless sensor network, encryption and authentication services are based on the 
operations involving keys. So energy efficient key distribution is an important issue. 
In this article we present a comprehensive survey of key distribution schemes in wire-
less sensor network. They have common objective of trying to distribute the keys to 
all sensor node with efficient use of the memory, computation power with considera-
tion of the security aspect. 

Overall, key distribution techniques can be classified on network structure as ho-
mogeneity, pre-distribution of keys and deployment knowledge basis. 

Finally, we have given the comparison of all the key distribution schemes. Al-
though, many of the techniques look promising, there are still many challenges that 
need to be solved in future key distribution scheme in wireless sensor network like 
large scalability and lifespan of the wireless sensor network. 
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Abstract. Computer security is one of the key areas where lot of research is be-
ing done. Many intrusion detection techniques are proposed to ensure the net-
work security, protect network resources and network infrastructures. Intrusion 
detection systems (IDS) attempt to detect attacks by gathering network data and 
analyze the information from various areas to identify the possible intrusions. 
This paper proposes an IDS combining three approaches such as anomaly, mi-
suse and decision making model to produce better detection accuracy and a de-
creased false positive rate. The integrated IDS can be built to detect the attacks 
in credit card system using Hidden Markov approach in the anomaly detection 
module. The credit card holder’s behaviours are taken as attributes and the 
anomalous transactions are found by the spending profile of the user. The trans-
actions that are considered to be anomalous or abnormal are then sent to the  
misuse detection system. Here, the transactions are compared with predefined 
attack types and then sent to the decision making model to classify it as 
known/unknown type of attack. Finally, the decision-making module is used to 
integrate the detected results and report the types of attacks in credit card sys-
tem. As abnormal transactions are analyzed carefully in each of the module, the 
fraud rate is reduced and system is immune to attacks. 

Keywords: Intrusion detection, Anomaly detection, Misuse detection, Hidden 
Markov Model. 

1   Introduction 

The amount of online shopping is increasing day by day and millions of people are 
using the online services to fulfil their needs. As a result a large number of credit card 
transactions are being carried out in the net. These credit card transactions are vulner-
able to malicious intruders attempting to negotiate on the integrity, confidentiality or 
any resource availability. The spending pattern of the card holder has to be analysed 
to determine if any inconsistency occurs in comparison with the usual pattern. Hence 
an Intrusion Detection System (IDS) is proposed to detect the attackers by analyzing 
the spending profile of the customer along with the type of purchase. Many fraud de-
tection systems have been proposed using data mining and neural network approaches 
but an IDS combining such as anomaly detection, misuse detection and decision mak-
ing model has not been developed for a credit card fraud system. As the system is of 
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hybrid nature, it attempts to increase the detection attack rate and also reduce the 
number of false positives which is of major concern in any IDS. 

The rest of the paper is organized as follows. In section 2 we summarize the rele-
vant work on intrusion and fraud detection systems. Section 3 discusses the detailed 
description of the proposed system. The experimental results and snapshots of anoma-
ly detection module are discussed in section 4 and 5. Section 6 concludes the paper. 

2   Related Work 

Many anomaly IDS have been proposed in the literature. We briefly discuss some of 
the proposed solutions. Ghosh and Reilly [10] proposed a neural network for credit 
card fraud detection. Stolfo et al. [11] [12] developed a credit card fraud detection 
system (FDS) using meta learning techniques to study models of fraudulent credit 
card transactions. Performance metrics like True Positive—False Positive (TP-FP) 
spread and accuracy have been defined by them. The BOAT adaptive method was 
proposed by sherly et al [15]. Each individual transaction amount depends on the pur-
chase of the corresponding type of item. Standard performance metrics, True Positive 
(TP) and False Positive (FP) are used to characterize the effectiveness of the system. 
Then the fraudulent transactions are identified. The difficulty with most of the above 
specified approaches is that they need labelled data for both real as well as fraudulent 
transactions to train the classifiers. In contrast, we present a Hidden Markov Model 
(HMM)-based credit card FDS, which does not need fraud signatures and yet it is able 
to identify frauds by considering the spending habit of the credit card holder. 

Ourston et al. [13] have proposed the application of HMM in identifying multis-
tage network attacks. Hoang et al. [14] present a innovative method to analyze series 
of system calls for anomaly detection using HMM. Another major advantage of the 
HMM-based approach is a severe decrease in the number of False Positives (FPs)—
transactions detected as malicious by a FDS although they are actually genuine. 
Hence with the tremendous increase in attacks, there is a need to design an Intrusion 
Detection System that secures the credit card sector. 

3   Proposed System 

The proposed system uses the Hidden Markov Model to identify fraudulent transac-
tions in the anomaly detection module. HMM is advantageous over other statistical 
approaches because it effectively reduces the false positive rate which is an important 
metric to measure the performance of Intrusion Detection System. The fraudulent 
transactions identified in the anomaly detection module are sent to Misuse detection 
module to identify the type of fraud. The role of anomaly module is to identify the 
fraud and the role of misuse module is to classify the fraud. Then the results are sent 
to decision making model.  
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Fig. 1. Proposed Architecture of Integrated IDS 

3.1   Anomaly Detection Module 

The HMM model is mainly used to identify the false positive attacks. The false posi-
tive attack is the number of normal transactions that are identified as anomalous. The 
types of purchase are the hidden states. The new transaction is classified as anomal-
ous or normal transaction based on the transaction history. Using the HMM [2], the 
user is grouped based on his spending profile. The false positive rate is the number of 
normal transactions identified as anomalous. The False Positive Rate (FPR) is identi-
fied using the following formula, 

FPR=(Number of anomalous transactions/Number of normal transactions)* 100% 

3.2   Misuse Detection Module 

Misuse detection is an effective approach to handle attacks that are known by the sys-
tem. When the particular type of attack is identified, the result is sent to Decision 
Making Module. The attacks are Cross-site, SQL, Path Traversal, etc can be identified 
using this module. 

3.3   Decision Making Module 

The decision making module provides the result as attack if both anomaly and misuse 
detection module identifies it as an attack. The Rule-based method is used for Deci-
sion making module. The rules are 

• If anomaly detection model detects a fraud and misuse detection model does 
not detect the same fraud, then the detected fraud is not a fraud  and it is an 
erroneous classification. 

• If anomaly detection model detects a fraud and misuse detection model does 
detects the same fraud, then the detected fraud is a fraud and the fraud mode 
is classified. 
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• If anomaly detection model detects a fraud and misuse detection model finds 
it to be an unknown fraud, then the detected fraud is a new fraud. 

4   Experimental Results 

Initially the users are grouped based on his spending habit. The low range is between 
0 and 5000, medium between 5000 and 12500 and high above 12500. The observation 
symbol for low cluster is denoted by ‘l’ and medium by ‘m’ and high by ‘h’. The se-
quence length of 5-10 is used to identify the fraudulent transaction. The fraudulent 
transaction identification is as follows.   

Low=(0-5000), Medium=(5000-12500), High=(above 12500). 

The results below specify how fraudulent transactions are identified in each spending 
profile cluster. Calculations have been shown only for high spending profile. Low and 
medium profile can be calculated in the similar manner. 

High Spender Profile(HS) 

α: Transaction Sequence={15000,18000,6000,200,25000}. The state sequence is 
{s3,s1,s2,s3,s1}and the observation sequence is {h,h,m,l,h}. 

Table 1. Probability of observation sequence based on past history in high spending profile 

 1 2 3 

α1 1/3 0 1/6 

α2 0.16666666 0 0 

α3 0 0.1666667 0 

α4 0 0 0.08333333 

5   Screen Shots 

            

                  Fig. 2. User Login                    Fig. 3. User’s Purchase 
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Fig. 4. Estimating alpha2 using forward
backward algorithm 

Fig. 5. Fraud Identification 

6   Conclusion 

This paper proposes an integrated intrusion detection system for credit card fraud de-
tection by combining three approaches anomaly, misuse and decision making models. 
Anomaly detection module is implemented using Hidden Markov approach classifies 
the credit card transaction as normal or abnormal based on the threshold of the spend-
ing profile of the credit card user. Comparative studies reveal that the HMM tech-
nique results in higher accuracy over a wide variation in the input data and the  
proposed system can be scalable for handling large transaction data. The false positive 
rate (FPR) is calculated. Second, the Misuse detection module screens the abnormal 
transactions for type detection. The main aim of the attacker is to steal the details of 
the authorised user by using XSS and SQL Injection attack. Finally the results of the 
two detection modules are integrated by the decision making module to determine the 
fraud, type of fraud and return the same to the administrator for necessary action. The 
experimental results discussed are of anomaly detection module. Our future work  
will integrate the results of the anomaly module with the misuse module to produce 
effective detection accuracy. 

References 

1. Wang, S.-S., Yan, K.-Q., Wang, S.-C., Liu, C.-W.: An Integrated Intrusion Detection Sys-
tem for Cluster-based Wireless Sensor Networks (2011), doi:10.1016/j.eswa.2011.05.076 

2. Srivastava, A., Kundu, A., Sural, S., Majumdar, A.K.: Credit Card Fraud Detection Using 
Hidden Markov Model. IEEE Transactions on Dependable and Secure Computing 5(1) 
(January-March 2008), doi:10.1109/TDSC.2007.70228 


