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Preface

These proceedings contain all papers accepted for presentation and discussion at The
2013 World Conference on Information Systems and Technologies (WorldCIST’13).
This Conference is organised by AISTI (Associação Ibérica de Sistemas e Tecnologias
de Informação /Asociación Ibérica de Sistemas y Tecnologı́as de Información / Iberian
Association for Information Systems and Technologies) and took place on 27th-30th of
March in Olhão, Algarve, Portugal.

The World Conference on Information Systems and Technologies (WorldCIST) is
a global forum for researchers and practitioners to discuss their most recent research,
innovations, trends, results, experiences and concerns, also in view of recent and fore-
seeable technical trends as well as national and global policies. The meeting covers
all relevant domains of Information Systems and Technologies, including Knowledge
Management, Organisational Models, Decision Support Systems, Software Systems –
Architectures - Applications – Tools, Computer Networks - Mobility - Pervasive Sys-
tems, Radar Technologies, Human-Computer Interaction. One of its main aims is to
strengthen the drive towards symbiosis between academy, society and industry in all
these fields and their application domains.

The Program Committee of WorldCIST’13 is composed of a multidisciplinary group
of researchers and experts who are intimately concerned with Information Systems and
Technologies research and application. They have had the responsibility for evaluating,
in a ‘blind review’ process, the papers received for each of the main themes proposed for
the Conference: A) Information and Knowledge Management (IKM); B) Organizational
Models and Information Systems (OMIS); C) Intelligent and Decision Support Sys-
tems (IDSS); D) Software Systems, Architectures, Applications and Tools (SSAAT);
E) Computer Networks, Mobility and Pervasive Systems (CNMPS); F) Radar Tech-
nologies (RAT); G) Human-Computer Interaction (HCI).

WorldCIST’13 received contributions from thirty-three countries. The papers ac-
cepted for its presentation and discussion at the Conference are published by Springer
and will be indexed by ISI, EI, SCOPUS, DBLP and EBSCO, among others. Selected
papers will be published in relevant journals and in a SCI (Studies in Computational
Intelligence) series book.



VI Preface

We acknowledge all those contributing to the staging of WorldCIST13 (authors,
committees and sponsors); their involvement is very much appreciated. It is our aim
that WorldCIST becomes the global forum for discussing both latest developments in
information systems and technologies RTD as well as in its varied application fields.

January 2013 Álvaro Rocha
Ana Maria Correia

Tom Wilson
Karl A. Stroetmann
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José Luis Reis ISMAI, PT
José Machado University of Minho, PT



X Organization
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Rui Gonçalves, Ana Paula Rocha, Fernando Lobo Pereira

An MDA Approach to Develop Web Components . . . . . . . . . . . . . . . . . . . . . . . 511
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Yasmmin Martins



XX Contents

GEMINI: A Generic Multi-Modal Natural Interface Framework for
Videogames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 873
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Abstract. Data from four field studies are analyzed to find the patterns of 
knowledge acquisition activity in software development projects with respect to 
other cognitive activities such as documentation, coding and V&V. The data are 
obtained from self-recorded activity time slips approach. Data are codified 
based on an information source model, which is related to Nonaka and 
Takeuchi’s knowledge creation model. It shows that knowledge acquisition 
activities account for almost 15% of the total effort. We also find out that this 
effort, in most cases, cannot be restricted to the first phase of the project during 
requirement and architectural design, which is expected from waterfall or 
disciplined processes. About half of the learning is done during the code 
implementation even within a disciplined process. This finding is in line with 
one value of the Agile philosophy that promotes team interactions and users 
involvement for the whole project duration.   

Keywords: Knowledge acquisition, software development, cognitive activities, 
knowledge flow, cognitive factors, empirical studies, field studies.   

1 Introduction 

Software engineering is a knowledge-intensive activity [1,2,3,4]. Software development 
requires programmers to gather and absorb large amounts of knowledge distributed over 
several domains, such as application and programming, and to encode that knowledge in 
the software [3].  

In order to better understand the complexity of software development, Ko et al. [5] 
suggest analyzing software activities from a knowledge perspective. However, the 
nature of knowledge poses a methodological challenge. Since knowledge is the 
product of various cognitive activities and mostly resides in a software developer’s 
mind, it might be better described by the developers themselves. Therefore, this study 
is based on a data acquisition approach in which software developers record their 
activities from a knowledge viewpoint. This approach is used to gain an 
understanding of how knowledge acquisition needs evolve throughout the 
development of a software project.  
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In the cognitive sciences, four knowledge models are referred to widely: Kolb’s 
model of experiential learning [6], Argyris and Schön’s double-loop learning 
theory [7], Wenger’s theory of communities of practice [8], and Nonaka and 
Takeuchi’s theory of knowledge creation [9], which is the model used for this study. 
We describe six cognitive factors involved in software development projects. Data 
were collected from four selected industrial capstone projects, which were based on 
requirements supplied by a single avionics industrial partner. 

Section 2 presents the knowledge model used to describe the cognitive activities. 
Section 3 describes the four field studies that provide the data. Section 4 presents the 
self recording Activity Time Slip (ATS) approach.  Section 5 presents the knowledge 
acquisition patterns observed in the field studies.  

2 Information Source Model 

We used an information source model (see Fig. 1) which is related to Nonaka and 
Takeuchi’s knowledge creation model [10] to analyze software development from a 
knowledge acquisition perspective. 

The three round-cornered boxes in Fig. 1 represent information sources from which 
developers can built their knowledge. External information may come from various 
sources, such as the Web, a paper, or a book or technical documentation related to the 
product to be developed. Development artifact information comes from any of the 
project’s documentation. Source code strictly includes executable statements and 
comments. Tacit knowledge is individual knowledge built from interaction with 
information sources. The arrows in Fig. 1 represent the various cognitive factors that 
constitute the knowledge built up from the various information sources. The 
acquisition cognitive factor is involved when a developer needs to increase his tacit 
knowledge by taking in external information. The crystallization cognitive factor is 
the translation of a developer’s mental representation of a concept (tacit knowledge) 
into an artifact (explicit knowledge), such as a use case diagram or an architectural 
plan. The realization cognitive factor involves the translation of tacit knowledge into 
explicit information or documentation artifacts, but requires, in addition, technical 
know-how, which is related to source code production. The validation cognitive factor 
involves bidirectional information flow between tacit knowledge and development 
artifacts (explicit knowledge), in order to validate the consistency between the 
knowledge and the information source. The verification cognitive factor is like 
validation, except that source code is the information source, and so it involves 
technical know-how. The work planning cognitive factor mostly involves developers’ 
synchronization of the project’s planning and progress information.  

This information source model is limited to software development activities. The 
management activities related to the software project are not taken into consideration 
in it, because they are not specific to software development, and also because they 
frequently involve several projects.  
 



 Knowledge Acquisition Activity in Software Development 3 

Fig. 1. Information source model 

3 Field Studies   

Data were collected from four selected industrial capstone projects conducted at our 
engineering school. The projects labeled P06 to P09 were successful in terms of 
teamwork and functional deliverables. The four projects were based on requirements 
supplied by a single avionics industrial partner.  

The teams of five students were formed based on four criteria: number of 
cumulative total credits, past internship experience in industry, current grade point 
average, as well as software design and process course grades. They were chosen with 
the objective of balancing the know-how and experience on the teams.  

The capstone projects were conducted over one semester (14 weeks) on a fixed 
schedule of three half-day team working sessions per week, and a flexible schedule of 
up to three extra half-days per week. The teams had access to an equipped dedicated 
room on campus for the duration of the project. All the projects, which are briefly 
described, are related to avionic applications and required adding some functionality 
to existing software systems.  

The P06 project required to add a graphical interface to a design and configuration 
system used to build avionic model and enable editing of the various system model 
components and messages.   
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The P07 project required to build a graphical interface to create, delete or modify 
the hierarchy of the groups in Doxygen, which is a documentation system (under 
GNU General Public License) that generates documentation from source code [11].  

The P08 project required to build a tool that will automatically extract data from a 
video of a plane cockpit dashboard. This tool is based on OCR (Optical character 
recognition) software. Once the video is loaded, the user can define the areas from 
which the data must be extracted. The extracted data are saved on a CVS file for 
further processing.  

The P09 project required to translate a proprietary file format into a Microsoft 
Windows Presentation Foundation Format (WPF) [12]. The new files must have the 
same functionality as the old ones statically and dynamically. This project involved 
writing from scratch a home-made parser. 

The external validity of empirical studies with students is a commonly raised 
concern. According to Carver et al. [13], more and more students are employed for 
either a summer internship or a full internship in an industrial environment. Höst et 
al. [14] conclude that only minor differences exist between students and professionals, 
and their research does not challenge the assumption that final year software 
engineering students are qualified to participate in empirical software engineering 
research. Similar results were obtained in a study on detection methodologies for 
software requirement inspection conducted by Porter et al. [15] among students, and 
then replicated among professionals [16]. Consequently, the external validity of our 
study is increased because it was conducted among senior students who have some 
internship experience in industry.  

4 Data Acquisition Approach   

The ATS (Activity Time Slip) approach, which is used in these field studies, is an 
augmented work diary approach focusing on the activity instead of the task being 
performed [17, 18]. The meaning of work (as in “work diary”) is different from that of 
activity (as in the ATS). On the one hand, work is related to a task, and is often part of 
a schedule and is related to project resources. On the other hand, an activity is a 
personal endeavor undertaken while a developer is executing a task. Examples of 
activities reported on an ATS are: browsing the Web, reading about an API, talking to 
teammate about a concern, etc.  

The ATS approach requires that the developer log, in an ATS token, the details of 
every activity performed. Table 1 gives an example of ATS token fields.  Each ATS 
entry takes into account activities that may last more than an hour or only few minutes 
and records the teammates who are involved. 

Each developer uses a preformatted spreadsheet to detail activities on an ongoing 
basis, at the rate of roughly one entry per hour. The ATS approach was applied 
throughout the entire duration of the projects. 
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Table 1. Activity Time Slip (ATS) token content 

Field Description Example 
ID Unique token identifier 75 

Date Activity date 2012-05-05 

Start time Activity start time 9:20 

End time Activity end time 10:15 

Effort Activity duration (computed from the start/end time fields) 55 

P1 .. Pn P1 to Pn participants involved in executing the activity GL, PN 

Input artifact Main input artifact of the activity SRS 

Output 

artifact 
Main output artifact of the activity CPA 

Activity 

description 
Detailed description of the activity 

Use-Case 

Realization 

A,B,C,S 

Process Process discipline related to the activity REQ 

Task Prescribed task 
Modeling 

interface 

 
Table 2 presents the total software development effort in hours, the number of 

tokens, and the tokens-per-hour ratio for each of the four projects.  

Table 2. Software development effort and tokens 

Project Effort (Hrs) Number of tokens Tokens/hour 
P06 997 1426 1.4 
P07 750 1408 1.9 

P08 810 887 1.1 
P09 628 621 1.0 

 
In order to extract knowledge behavior from self-reported developer activities, a 

coding scheme, based on the information source model, has been designed. An ATS 
token is codified according to the cognitive factor concerned. However, some tokens 
involve more than one cognitive factor. In this case, the coder needs to determine the 
dominant cognitive factor, mainly based on the description of the token and its 
context (input artifact, process, etc.). For instance, fixing a code defect involves both 
the verification and realization cognitive factors. First, it requires locating the defect 
in the code, which is related to the verification cognitive factor. Then, the actual 
fixing of the code involves the realization cognitive factor. In this situation, the 
dominant cognitive factor remains verification. 

All the tokens of the four projects were codified by two independent coders, who 
had to decide which cognitive factor was dominant. However, tokens related to 
academic and technical activities were not accounted for in the codification, since 
they were not specific to project development. Academic activities are related to the 
lectures given by the instructors or presentations by the students, such as teamwork 
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training and project presentation. Technical activities are related to tasks which can be 
performed by technicians, such as configuring the network or setting up and 
maintaining the development environment.  

5 Knowledge Acquisition in Software Projects 

Every project has three phases, ending with a milestone. Many development artifacts 
are produced during the first phase, such as SRS, use case documentation, architecture 
and design documentation. The first milestone requires the development team to 
present their system architecture to the industrial partner. This occurs between 20% 
and 35% of project completion, depending on the project. Most of the system is coded 
during the second phase. The second milestone requires the team to package its 
application for acceptance testing. This occurs between 85% and 90% of project 
completion.  Integration and acceptance testing are performed during this third phase. 
The third milestone occurs at the end of the semester, when the product is delivered to 
the client.  

We recall that the four projects had the same industrial client, used the same 
disciplined process, and developed similar but different avionics applications. All 
participants had similar background and experience, but the teams were different for 
each project.   

Fig. 2 to 5 show the total effort expended on each cognitive factor in relation to the 
four project completion. Each of the 6 curves of the graphs represents the relative 
total effort expended (Y-axis) for a given cognitive factor with respect to the 
percentage of project completion (X-axis). For example, in P06 (Fig. 2), at 30% of 
project completion (X-axis), 14% of the total effort (Y-axis) had been expended on 
crystallization.  

 

 

Fig. 2. Project P06 total effort distribution (Add graphical interface) 
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Validation represented 9% of the total effort, acquisition 6%, and realization and 
work planning both accounted for 1%. No verification effort had been expended to 
that point. Analysis of the slopes of the 6 curves in Fig. 2 provides a better 
understanding of the relationships between cognitive factors throughout the project. 
At project completion (X-axis 100%) we see that acquisition accounts for 15% of the 
total effort. In project P06 (Fig. 2), the learning activity (acquisition) is following the 
realization activity and the new knowledge is documented (crystallization) at the end 
of the project. Half of the learning effort (acquisition) was expended during the 
coding phase. Team members learned as they develop the product. There is as much 
total effort in realization activity as in crystallization activity.  

 

 

Fig. 3. Project P07 total effort distribution (Doxygen grouping) 

In project P07 (Fig. 3) most of the acquisition occurred at the beginning of the 
project, during the first phase, and there is almost no acquisition during the coding 
activities. The learning behavior of this team was different in many respects. It is the 
project that required the least total learning activity (8%) and there is no learning 
during the coding phase. The cognitive factor requiring the most total effort was 
crystallization, followed by verification and realization. This cognitive behavior is 
related to the low level of technical difficulty of the project.  

In project P08 (Fig. 4), the team expended as much total effort in documenting 
(crystallization) as in testing (verification). As in P06, half of the learning effort 
(acquisition) was expended during the coding phase. This new learning was 
documented as it is shown by the crystallization curve that followed the acquisition 
curve. 

In the project P09 (Fig. 5), which is clearly coding oriented (realization), a 
minimum of acquisition activity occurred at the beginning of the project, and this 
produced documentation that would be revisited only during the third phase. The 
realization phase began early in the project (at 20% of project completion). However, 
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the acquisition activity was maintained throughout the coding activities. At 60% of 
project completion, the team needed to learn more about the project. However, part of 
this new knowledge was updated (crystallization) only at the very end of the project. 

 

 

Fig. 4. Project P08 total effort distribution (OCR from video) 

 

 

Fig. 5. Project P09 total effort distribution (Home-made parser) 
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Preliminary results from these field studies seem to indicate that the acquisition 
activity has an impact on the coding effort. For example, we observed that all the 
projects but one (P07) required around 15% of the acquisition effort, and that the later 
in the project the acquisition activity occurred, the greater the coding effort (see P08 
and P09).  

It seems that the need for more information or more learning emerged from 
activities performed during the coding phase. This could have an impact on the 
efficiency of Agile philosophy development, for example. Both projects P06 and P08 
involved reusing software components. In P06, the team had to enhance a system by 
adding a graphical interface, while in P08, OCR components were used to build the 
required system. From a knowledge acquisition standpoint, it is noteworthy that in both 
cases, half of the acquisition was expended during the coding phase, even though a 
disciplined software process was used. This tends to confirm that each cognitive factor 
(acquisition, crystallization, validation, realization, and verification) is important 
throughout to whole project duration, as promoted in the Agile philosophy.  

6 Concluding Remarks 

There is a growing need to consider the knowledge perspective in software 
development, since developers’ activities are mostly cognitive. Such knowledge 
cannot be measured directly, since it is mostly tacit, that is, it resides in the 
developer’s mind. However we can measure the activities that lead to learning.  

The ATS approach presented in this paper is a compromise between the acquisition 
of very accurate (think-aloud) data on participant cognitive activities in a short time 
and that of self-reported data on these activities over the duration of a project. The 
level of accuracy obtained with the ATS approach is sufficient to explore various 
knowledge acquisition perspectives in software development.  

We find that the acquisition of information, which is learning, leads to improved 
knowledge and requires almost 15% of the total team effort. We also find that this 
effort, in most cases, cannot be restricted to the first phase of the project during 
requirement and architectural design, which is expected from waterfall or disciplined 
processes. About half of the learning is done during the code implementation even 
within a disciplined process. This finding is in line with one value of the Agile 
philosophy that promotes team interactions and users involvement for the whole 
project duration.   

Future works will involve repeating these field studies with similar projects but 
with Agile teams. It could be interesting to see how the information acquisition 
patterns are modified with these new software development approaches.  

Project managers should be aware that learning is an important component of 
software development and they should provide the social and physical environments 
to facilitate these learning activities.  
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Abstract. Nowadays, most people worldwide accept the fact that knowledge is 
a very valuable asset for their success. Educational institutions such as 
universities, whose main objective is to educate students to gain more 
knowledge and skills for their careers as well as how to adapt and live in their 
community. Over the past decades, teaching and learning paradigms have 
rapidly changed from traditional styles to computer-based styles. Electronic 
learning (e-learning) has been recognized as an effective computer-based 
technology for knowledge management, life long learning, and distant learning. 
Although most universities have created electronic alumni networks and 
systems, those systems lack the concern of knowledge management. Therefore, 
in this paper, we propose an electronic learning system for integrating 
knowledge management and alumni systems.  

Keywords: E-learning, Knowledge management, Alumni system. 

1 Introduction 

Nowadays, universities and colleges have become knowledge-intensive organizations. 
Teaching and learning processes in educational institutes are expected to educate their 
students to meet all requirements stated in their curricula. When these students 
complete their studies and become graduates, they bring their knowledge to apply in 
their careers or further studies, as well as in their lives in their community. M. Shih,  
J. Feng, and C-C Tsai also addressed learning and teaching perspectives from South 
Africa’s Draft white paper on education: transforming learning and teaching through 
ICT (2003) and from the British government-commissioned report on Teaching and 
Learning 2020 in [1] about the importance of developing learners’ critical thinking, 
decision-making, problem-solving skills through collaborative learning environments 
and the focus on the differences of each individual learner.  
     Self development and individual learning would increase graduates’ knowledge. 
However, the results of their knowledge improvement and competency depend on 
each individual potential and opportunity. Some alumni still need to be supported by 
their previous institutions. Therefore, knowledge management (KM) becomes a 
mechanism for knowledge sharing, especially in subject areas where knowledge 
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changes rapidly such as Computer Science (CS) and Information Technology (IT). 
Knowledge management has also emerged from IT supports [2, 3]. 
    Although most universities have developed their on-line alumni systems in order  
to link and communicate with their alumni, it still lacks the KM integration to  
those alumni systems. Therefore, the research reported in this paper proposes the 
framework for integrating knowledge management into the alumni system. The 
prototyped system can be used as an electronic learning system for knowledge sharing 
among alumni, current students, and institutional staff. 

2 Electronic Learning and Knowledge Management 

2.1 Electronic Learning 

E-learning technologies have been widely used to deliver information, including 
learning materials, electronically from instructors to learners, especially for education 
and training. The results of the study reported in [4] confirm that instructors are 
willing to use e-learning environments to aid their teaching activities while learners 
also respond favorably to e-learning environments for complementing to their 
learning activities. Some critical factors influencing learner satisfaction for e-learning 
are reported in [5]. These factors can be grouped into six dimensions: learner, 
instructor, course, technology, design, and environmental dimensions. Among thirteen 
factors, seven factors were identified to be critical factors: learner computer anxiety, 
instructor attitude toward e-learning, e-learning course flexibility, e-learning course 
quality, perceived usefulness, perceived ease of use, and diversity in assessments.  
J. Andrade, J. Ares, R. Garcia, and S. Rodriguez suggested the three main blocks for 
organizing the elaboration process of e-learning actions: didactical material, follow-
up and tutoring, and alternative learning [6]. J. Ismail also suggested the critical 
components for designing an e-learning system in [7]: learning management system, 
learning content design system, learning content management system, and learning 
support system. 

2.2 Knowledge Management 

Over the past decades, most universities worldwide have focused on data, information 
and knowledge as the important factors for their businesses. R.D. Corbin, C.B. Dunbar, 
and Q. Zhu  highlighted in [8] that information results from the collection and 
assembly of “facts (data)” while knowledge involves the human intelligence traits. The 
terms of data and information management seem to gain better understanding than 
knowledge management (KM). KM is a systematic approach for capturing and 
creating, storing and accessing, validating, disseminating and applying knowledge to 
accomplish organizational goals and objectives [3]. Hence, most organizations expect 
that KM can lead to competitive advantages. KM in organizations relies on many 
systems and processes. In [9], Debowski suggests three types of organizational 
infrastructure for KM: managerial, technological, and social infrastructures. 
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KM activities can be addressed in various perspectives such as design, IT, 
management, artificial intelligence, and ontology perspectives [10]. Among several 
activities suggested in these perspectives, knowledge sharing has gained public 
attention in order to value and make use of both tacit and explicit knowledge as well 
as individual and organizational knowledge. Tacit knowledge can be transformed to 
be explicit knowledge and vice versa. However, knowledge sharing becomes more 
difficult than information sharing. Community of Practice (CoP) is one effective 
mechanism used to share knowledge among practitioners within the same 
organization or across different organizations. 

Nowadays, IT tools have emerged to support knowledge sharing more efficiently 
than in the past, especially within and between CoP[11,12]. Many innovative 
technologies have been introduced and adopted to leverage KM such as knowledge 
portals [13,14] and e-learning [15,16]. 

3 System Framework and Implementation 

3.1 Case Study 

The Department of Computer Science at Prince of Songkla University in Thailand 
was selected as a case study for employing the proposed system. The department 
firstly recruited graduate students in 1986 and undergrad students in 1991. At present, 
there are around 1400 alumni. The current alumni system has only news and photo 
galleries. 

3.2 Alumni System Components 

The requirements for an alumni system are common to many universities, for 
example, the following alumni systems appear on their universities’ web sites. 

• Harvard medical school alumni system consists of news, events, alumni council, 
community, alumni benefits, and giving [17]. 

• Harvard business school alumni system consists of career development, reunions, 
travel, events, boards & volunteers, giving to HBS, FAQs, Clubs, Bulletin, and 
tools [18]. 

• MIT alumni system consists of alumni association, networks, benefits & services, 
volunteering, learn, travel, news & views, MIT students, parents association, and 
giving to MIT [19]. 

• University of Cambridge, UK., the Cambridge alumni relations office (CARO)’s 
main page consists of news, Olympics 2012, alumni events, alumni groups, alumni 
benefits, travel programme, and contact us [20]. 

3.3 Knowledge Management Components 

The components of web-based knowledge management system suggested by 
Debowski in [9] are as follows: 
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(1) Business process management 
(2) Content management 
(3) Web content management 
(4) Knowledge applications management 

3.4 System Analysis and Proposed Framework 

From the basic requirements for an alumni system and the components of  web-based 
knowledge management, more requirements were gathered during the system analysis 
phase from the following groups of related users at the case study site. 

(1) Alumni 
Alumni can access provided courses, share learning media and knowledge. 
However, these media and knowledge will be evaluated by the departmental 
executive or committee before being deposited into a repository. Alumni can also 
manage some attributes of their personal data such as a degree earned and work 
experience. 

(2) Students 
Students can access courses provided on the departmental virtual class room 
(VCR) or those provided on the university learning management system called 
LMS@PSU. They can also access the knowledge repository via the knowledge 
sharing space. 

(3) Support staff 
Support staff can manage alumni profiles, news and activities, the departmental 
web-board and social networks. 

(4) Teachers/Lecturers 
In addition to manage their courses on the VCR or LMS@PSU, teachers or 
lecturers can manage courses for alumni, evaluate shared media and knowledge. 

(5) Executive/Committee 
The departmental executives and student affair committee can do the same 
activities similar to teachers and lecturers. They can also access some reports or 
some graphs of students and alumni statistics. 

 
The main activities for the proposed system are specified by using the use-case 
diagram as shown in Fig.1. From information analysis, the proposed framework for an 
integrating KM and alumni system via an e-learning system was designed into six 
main parts as shown in Fig.2. 
 
(1) Virtual class room (VCR)/Learning Management System (LMS) 
(2) Course Materials for Alumni 
(3) Alumni Competency and Learning Material Evaluation 
(4) Knowledge Sharing Space 
(5) Knowledge Repository 
(6) Alumni Profile / Personal Profile 
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Fig. 1. The use-case diagram for the proposed system 

3.5 System Design and Implementation 

From the proposed framework, the system architecture was designed as shown in 
Fig.3.  It consists of thirteen components: (1) Membership for managing the system 
users, (2) AlumniData for managing alumni data and profiles, (3) Associate for 
managing alumni groups, (4) CourseforAlumni for managing courses, (5) Materials for 
managing shared materials, (6) Knowledge for managing shared knowledge, (7) 
KnowledgeEvaluation for managing knowledge evaluation, (8) Repository for 
managing knowledge repository, (9) YearStat for managing statistical reports, (10) 
News for managing news, (11) Event for managing events, (12) Webboard for 
managing alumni webboard, and (13) SocialNetwork for managing social networks. 
The system users were managed into two main groups: members and non-members.  
The system members consist of alumni, current students, support staff, 
teachers/lecturers, executive/committee, and system administrators while non-members 
are end-users. The system database and its relational schemas were designed using 
Entity-Relationship (E-R) technique as shown in Fig.4.  

The proposed system was prototyped as a web-based system. Some examples of 
user interfaces in the prototyped system such as the main menu, and the menu of 
knowledge submission by alumni are shown as Fig.5-6. 
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Fig. 2. The proposed framework for the prototyped system  

 

 

Fig. 3. The system architecture 
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Fig. 4. The database structure for the system 

4 System Evaluation 

The system was evaluated in our laboratory for users’ satisfaction. Thirty-five 
subjects were voluntarily selected. They consisted of one departmental executive who 
was in charge with the deputy head of department for students’ affair, three lecturers, 
thirty alumni, and one support staff who was in charge of the departmental alumni 
system.  
    The evaluation tools were (1) the prototyped system (2) an introductory tutorial for 
the system (3) the given problems and (4) the questionnaire. The given problems 
corresponded to the type of users and consisted of several questions, allowed the 
subjects to explore and use the most related features of the system. The questionnaire 
consisted of three parts: personal data, questions for rating satisfaction level using 
Likert scale (from 1=very low to 5=very good), and open suggestions. Content 
validity in the questionnaire was evaluated by three experts and then calculated the 

Alumni(alumni_id,  
       firstname, lastname,  
       nickname, gender,  
       address, birthday, …) 
Student(student_id,  
       firstname, lastname,  
       gender, , …) 
Teacher(teacher_id,  
       firstname, lastname,  
       gender, position,  
       specialist … ) 
Executive(executive_id,  
       position,  … ) 
SupportStaff(spp_id,  
       firstname, lastname,  
       gender, , …) 
User(user_id, user_name,  
       password, email, …) 
Admin(admin_id,  
       firstname, lastname,  
       gender, user_id) 
Course(course_id, title, …) 
CourseContent(C_id, …) 
RegistCourse(course_id,  …) 
Material(M_id,  …) 
Knowledge(K_id,  …) 
News(news_id, …) 
Event(E_id, …) 
Webboard(topic_id, …) 
ScialNetwork(Snet_id, …) 
etc… 
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index of item-objective congruence (IOC). Questions that have the IOC value from 
0.6 to 1.00 were included in the questionnaire. The revised questionnaire was used 
with five dry-run subjects in order to evaluate its reliability, using the Alpha-
Coefficient method. The Alpha-Coefficient value was 0.91, showing that the 
questionnaire has good reliability. 

The evaluation procedures started with giving a brief introduction about the system 
and its evaluation method as in the introductory tutorial for the system, taking around 
10 minutes. Then, the subjects performed the given problems. Finally, all subjects 
completed the questionnaires. 

 

 

Fig. 5. The system main menu Fig. 6. The menu of knowledge submission 
by alumni

 
The results of system evaluation performed by two main groups of subjects: (1) 

members of staff (consisting of teachers/lectures, executive/committee, and support 
staff), and (2) alumni, are described as shown in Table 1 and Table 2. 

Table 1. The result of each evaluation item performed by the departmental members of staff  

Evaluation Items Average SD Satisfaction Level  

1. System Usage    

    1.1 Convenience of data entry 3.2 0.55 Moderate 
    1.2 Convenience of data modification 3.2 0.45 Moderate 
    1.3 Automatic prevention of input errors 3.0 0 Moderate 
    1.4 Search support 3.4 0.55 Moderate 
    1.5 Appropriation of presentation sequence 3.4 0.55 Moderate 
    1.6 Completeness of requirements 3.0 0.70 Moderate 
    1.7 Appropriation of screen design 3.8 0.84 Good 
    1.8 Clarity of communication 3.4 0.89 Moderate 
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Table 1. (continued) 

2. Efficiency    
    2.1 Accuracy of data processing 3.2 0.84 Moderate 
    2.2 Accuracy of data retrieval 3.4 0.89 Moderate 
    2.3 System sustainability 3.0 0.71 Moderate 
    2.4 Efficiency of data storage 3.6 0.55 Good 
3. Access ability    
    3.1 Coverage of users 4.0 0.71 Good 
    3.2 Security 3.8 0.84 Good 
4. System Value    
    4.1 Learning support 3.8 0.84 Good 
    4.2 Organizational development 3.4 0.55 Moderate 
    4.3 Knowledge resource 3.6 0.89 Good 
    4.4 Knowledge sharing 3.6 0.89 Good 
5. Overall Satisfaction 3.4 0.55 Moderate 

Table 2. The result of each evaluation item performed by the departmental alumni  

Evaluation Items Average SD Satisfaction Level  

1. System Usage    

    1.1 Convenience of data entry 4.5 0.51 Very Good 
    1.2 Convenience of data modification 3.6 0.55 Good 
    1.3 Automatic prevention of input errors 3.4 0.72 Moderate 
    1.4 Search support 3.6 0.57 Good 
    1.5 Appropriation of presentation sequence 3.5 0.51 Good 
    1.6 Completeness of requirements 3.6 0.63 Good 
    1.7 Appropriation of screen design 3.6 0.57 Good 
    1.8 Clarity of communication 3.5 0.58 Good 
2. Efficiency    
    2.1 Accuracy of data processing 4.5 0.51 Very Good 
    2.2 Accuracy of data retrieval 3.5 0.57 Good 
    2.3 System sustainability 3.6 0.57 Good 
    2.4 Efficiency of data storage 3.6 0.57 Good 
3. Access ability    
    3.1 Coverage of users 3.5 0.57 Good 
    3.2 Security 3.6 0.57 Good 
4. System Value    
    4.1 Learning support 3.4 0.57 Moderate 
    4.2 Organizational development 4.5 0.51 Very Good 
    4.3 Knowledge resource 4.5 0.51 Very Good 
    4.4 Knowledge sharing 3.8 0.68 Good 
5. Overall Satisfaction 3.5 0.51 Good 



20 A. Pohthong and P. Trakooldit 

5 Conclusion 

An electronic learning system for alumni was proposed. This system allows alumni to 
learn new knowledge and share their knowledge with other groups of users, especially 
with the departmental executives and lecturers. The system was prototyped for the 
case study at the Department of Computer Science, Prince of Songkla University, 
Thailand. The system was evaluated by thirty-five subjects for users’ satisfaction in 
four categories: system usage, efficiency, access ability, and system value. The 
overall results of users’ satisfaction were rated as moderate quality by the members of 
staff and as good quality by alumni. In future, the proposed system should share 
students’ data with the university database, since current students will eventually 
become alumni in order to evaluate alumni competency after their graduation. 
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Abstract. This paper presents the results of an exploratory study on knowledge 
management in Portuguese organizations. The study was based on a survey sent 
to one hundred of the main Portuguese organizations, in order to know their 
current practices relating knowledge management systems (KMS) usage and 
intellectual capital (IC) measurement. With this study, we attempted to 
understand what are the main tools used to support KM processes and activities 
in the organizations, and what metrics are pointed by organizations to measure 
their knowledge assets. 

Keywords: knowledge management systems, intellectual capital, intangible 
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1 Introduction 

Knowledge and Knowledge management (KM) are increasingly recognized as a key 
driver to innovation, competitive advantage and future sustainability [1], [2], [3]. In 
the new economy, knowledge based resources can be considered the main source of 
value creation [4], [5]. The competitiveness of organizations as well as their ability to 
develop distinctive capabilities of its competitors, is closely related with their capacity 
to create, store, share and apply their knowledge assets [4], [6].  

In this context, KMS play a role of increasing importance. These systems 
contribute to support organizational processes and activities, which enable the 
knowledge sharing and knowledge application across organizations [7]. KMS also 
increase communication and collaboration, promoting a culture of knowledge sharing, 
and managing knowledge as a crucial asset for the organization [23]. Despite its 
importance in the modern economy, these intangible assets are not yet clearly 
measured and reported. Measuring these intangible assets shows their impact in value 
creation and its benefits for organization [5], [7], [8]. According some authors, 
evaluating the economic impact of knowledge in organizations, i.e., the Intellectual 
Capital (IC) measurement is a key issue in KM [5], [9], [11]. 

The aim of this paper is to know what Portuguese organizations are doing in terms 
of KM practices, namely KMS usage and IC measurement. A survey was made with 
two main purposes: i) identify the KMS used by Portuguese organizations; ii) identify 
the metrics specified to measure the main components of IC. A brief literature review 
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about IC measurement and KMS is made in the second section of this paper, as the 
background of this study. Section three describes the research methodology used in 
this study, while section four shows the results obtained and presents a brief 
discussion of them. The fifth section provides some conclusions and draws some 
directions for future research. 

2 Background 

2.1 Intellectual Capital Measurement Models 

Numerous definitions of IC have been proposed, focusing IC as knowledge that can 
be converted into value [9], intellectual material [10] or combined intangible assets 
which enable the company to function [11]. However, almost all definitions have 
three common elements [12]: i) intangibility; ii) knowledge that can create value; iii) 
effect of collective practice. From these perspectives it is possible to describe IC as 
intangible assets that may be used as a source of sustainable competitive advantage, 
creating wealth in organizations.  

There is a general agreement that intangible assets may be decomposed in a set of 
components. Almost all authors refer to IC as consisting on a set of human, 
relationship and structural capital [9], [12], [13]:  

 Human capital is concerned with individual capabilities, knowledge, skills, 
experience and abilities to solve problems. It represents the employee’s 
competence, attitude and intellectual agility [14], [15]. Competences include skills 
and education, while attitude covers the behaviour of the employees. Intellectual 
agility enables to think on innovative solutions and to change practices in order to 
solve problems [12]. 

 Structural capital is concerned with systems, organizational processes, technologies, 
concepts and models of how business operate, databases, documents, patents, 
copyrights and other codified knowledge. According to Roos [16], structural capital 
is what remains in the company when employees go home at night. 

 Relationship capital is concerned with alliances and relationships with customers, 
partners, suppliers, investors and communities. It also includes brand recognition, 
organization image and market position. The relationship capital represents the 
knowledge embedded and the value added from the relationships with other 
external entities [17]. 
 

While IC represents the intangible assets that brings competitive advantage and value 
creation to the organization, its measurement reflects the influence and the impact of 
these assets in the organization [9], [12], [14].  Measuring the knowledge value and 
their impact in the organizations is a growing area of interest in the KM field, which 
reflects the value added by knowledge to the organizations and enables to monitor the 
performance of the knowledge resources and KM activities [18]. 

According to Luthy and Williams [2], [8], [19] there are two general approaches 
for measuring IC and its main components: 
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 Direct Intellectual Capital Methods, which estimate the monetary value of IC by 
identifying its various components. Once these components are identified, they can 
be evaluated, either individually or as an aggregated coefficient. It represents an 
attempt to fill the gap between market and book value.  

 Scorecard Methods, which identify the knowledge resources that bring value added. 
Metrics for measuring these knowledge resources are reported in scorecards or 
graphs, giving a more detailed picture of the value of knowledge in organization. 
No estimates are made of monetary value of IC. 

Tables 1 summarizes a review of the IC measurement models grouping them 
according Williams classification [20]: 

Table 1. IC measurement models review 

IC 
Approaches 

IC Measurement Model Authors 

Scorecard 
Methods 

Skandia Navigator Edvinsson e Malone 
Balanced Scorecard Kaplan & Norton 
Intangible Assets Monitor Sveiby 
Intelect Model Euroforum 
Intellectual Capital Index Roos & Edvinsson 
Nova Model Camisón, Palácios et al. 
Intangible Value Framework Allee  
IC Rating Edvinsson  
Intellectual Capital Rating  Joia  
Heng Model Heng  
Meritum Guidelines Meritum Guidelines  
Danish Guidelines Mouritzen & Bukh  
Value Chain Scoreboard Lev  
Chen, Zhu & Xie Model Chen, Zhu & Xie  
VAIC Pullic 
Intellectus IADE & CIC  

 Technology Broker Brooking  
 Citation-Weighted Patents  Bontis  

Direct Inclusive Valuation Methodology M´Pherson & Pike  
Intellectual Total Value Creation  Anderson & McLean  

Capital The Value Explorer Andriessen & Tissen  
Methods The 4-Leaf Model Leliaert, Candries et al.  

 Value Added Intellectual Coefficient Pullic 

2.2 Knowledge Management Systems 

KMS are systems developed with the purpose of supporting KM processes, namely 
knowledge creation, storage and retrieval, knowledge transfer and application, as well 
as the flows between them [7], [21]. These systems enable an environment that 
facilitates the creation of knowledge, its sharing and application, and also the  
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communication and collaboration among the organization employees. More than 
technological tools, the KMS could be viewed as virtual spaces that promote 
knowledge conversion between explicit and tacit dimensions of knowledge [24]. 
According to Nonaka [24], Knowledge conversion from one form to another occurs 
frequently and leads to the creation of new knowledge. 

Not all KMS are based on technologies. A non-virtual community of practice or a 
face meeting are ways to create and share knowledge. However, nowadays almost all 
KMS are based in information technologies. The amount of knowledge that needs to 
be captured, stored and shared, the geographic distribution of people and the dynamic 
knowledge evolution make the use of technology a necessity [21]. 

Many authors have written about the use of different types of KMS [21], [22], [23], 
[25], [26]. The variety of classifications referred by these authors takes us to develop 
a systematization of KMS categories [15], regarding their addressed issues, 
capabilities and functionalities [4], [27]. Table 2 summarizes this categorization, 
presenting the KMS categories considered and their main functionalities: 

Table 2. Knowledge management systems categorization 

Categories Main functionalities  
Document 

management systems 
(knowledge 
repositories) 

Document management; edition collaboration; versions 
control; documents sharing; support for all content types (text, 
audio, video, graphs, xml, web, etc.); searching and retrieval 
advanced mechanisms. 

Knowledge maps 

Categorizing and indexing knowledge in taxonomies; creating 
knowledge maps; pointing to organizational knowledge; 
inserting tags and labels in documents; alerting to relevant 
information. 

Collaboration 
systems (groupware) 

Synchronous or asynchronous communication; process and 
people collaboration; virtual meetings; instant messenger, 
videoconference; real-time conversation; grouping calendar 
and scheduling, etc. 

Workflow systems 
Business processes automation; support automated flows of 
activities, tasks and information; support documental flows. 

Business 
intelligence and Data 

mining tools 

Statistical, OLAP analysis; reveal patterns and  hidden 
relationships between data; generate new knowledge from 
existing one; query and reporting tools; data mining and data 
warehousing tools. 

Expert systems 

Expert identification; connect users with experts to solve 
certain problems; ask  questions, provide recommendations and 
explain logical processes; capture and store new questions and 
rules in a knowledge base. 

Competence 
management 

Employees profiles; experts, customers, vendors or others 
profiles in some systems; competence maps; individual 
competence analysis; training programs recommendation based 
on employees skills; recruitment and selection support. 
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Table 2. (continued) 

E-learning systems 

Environment personalization; evaluation and progress tracking: 
exercises quiz and tests; collaboration tools; reusable learning 
and object libraries; support different types of contents: text, 
audio, video, etc.; classes’ workgroups; authoring, scheduling 
and reporting tools; searching and matching tutorials. 

Help-desk systems 
Self-desk and help-desk functionalities; FAQs access and 
maintenance; on-line customer support; expert help; customer 
profiles; customers queries. 

Corporative portals 

Environment personalization; filtering relevant information; 
search and retrieval advanced mechanisms; news, activities, 
tasks and calendar management; unified access environment to 
other tools: documents management, workflow, knowledge 
maps, groupware, etc.; integration with other applications. 

Web 2.0 tools 
Interaction, collaboration, participation of people: blogs, wikis, 
social bookmarking, tagging, platforms for content sharing. 
 

3 Research Methodology 

A survey was made with the purpose of knowing the current practices of the 
Portuguese organizations, regarding KMS usage and IC measurement. With this study 
we seek to understand which type of tools are most used by Portuguese organizations 
in supporting KM processes, and what metrics they generally use to measure 
knowledge resources. 

The survey was based on a questionnaire, sent to one hundred of the main 
Portuguese organizations. The organizations were selected from a publication that 
produces an annual ranking of companies, based on their value creation for the 
Portuguese economy. The questionnaire was sent to the director of the knowledge 
management department or information systems department (when the first did not 
exist in the company). With the questionnaire one letter was also sent, explaining the 
concepts of KMS, IC and their main components: human, structural and relationship 
capital; also explaining the aims of the study, assuring confidentiality and requesting 
collaboration from the most suitable person in the organization. The questionnaire 
was structured in three main sections: 

 Organization identification: it includes the organization name and business area. 
 Knowledge management systems identification: It comprises the identification of 

KMS categories used in the organization. The questionnaire presents the eleven 
KMS categories described in table 2 and the organizations could select the adequate 
categories or add new ones. 

 Intellectual capital metrics identification: It comprises the identification of the 
metrics used in the organization to measure IC and their components: human, 
structural and relationship capital. The questionnaire contains a comprehensive list 
of qualitative and quantitative metrics, resulting from an extensive review of IC 
measurement models [15]. However, the respondents could also complete this list, 
adding the metrics used in their organizations.  
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An extensive review of survey studies shows that some forms of follow-ups can 
increase response rates [12], [29]. According some authors [28] the resistance 
response rate is continuously increasing during the survey: it is relatively high at first, 
drops for a short period after the follow-ups and then starts to increase. Thus, two 
follow-ups were carried out using letters, telephone calls and e-mails. The delay 
between these two follow-ups was six weeks. Twenty-one valid questionnaires 
answers were received, corresponding to a response rate of 21%. 

4 Results and Discussion 

From the questionnaires received, six were from service organizations (e.g. tele-
communications, energy) and fifteen were from industry organizations (e.g. auto-
mobile industry, electronic, pneumatics). All of the respondent organizations have 
identified a set of KMS, used to support knowledge processes, but only twelve 
organizations have specified a set of metrics to measure IC assets. The remaining 
organizations said that they didn’t make a regular management and measurement of 
intangible assets.  

4.1 Knowledge Management Systems 

One issue addressed in the survey was the use of KMS in Portuguese organizations. 
Table 3 summarizes the several categories mentioned by respondents in the 
questionnaire, presenting the respective occurrence rate. 

Table 3. Knowledge management systems usage in Portuguese organizations 

KMS Categories Rate 
Business Intelligence and Data mining tools 
Knowledge Maps 
Document Management Systems (repositories) 
Collaboration Systems (groupware) 
Workflow Systems 
Expert Networks 
Competence Management Systems 
E-learning Systems 
Help-desk tools 
Corporative Portals 

67% 
25% 
75% 
43% 
50% 
13% 
55% 
25% 
75% 
67% 

Web 2.0 tools 75% 

Based on the results presented above, some important conclusions can already be 
drawn: 

 The findings presented in table 3 point that KMS supporting mainly explicit 
knowledge were most mentioned by respondents. Document management systems, 
business intelligence, competence management and help-desk systems are examples 
of tools that lead mainly with explicit to explicit conversion of knowledge, 
according to Nonaka knowledge conversion model [24]. 
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 Expert systems, knowledge maps and e-learning systems were tools with a reduced 
response rate. According the questionnaire answers, these tools that mainly support 
personal knowledge and tacit to explicit conversion of knowledge, they have a low 
dissemination in Portuguese organizations. 

 Help-desk tools are also strongly referred in the survey. The relationship with 
customers and other external entities is crucial to obtain competitive advantages in 
a global economy. Thus, the result obtained shows the importance recognized to 
relationship capital and the need to satisfy the customer’s needs. 

It is interesting to note that none of the respondents have identified other categories of 
tools, beyond those mentioned in the questionnaire. 

4.2 Intellectual Capital Measurement 

Another issue addressed in this study was the metrics used by Portuguese organizations 
to measure IC. Table 4 summarizes the metrics mentioned by respondents, grouping 
them by IC component: human, relationship and structural capital.  

Table 4. Summary of IC metrics survey  

 Metrics Metrics 

H
um

an
 C

ap
it

al
 

 Training programs (days per year)  Investment in training (per capita) 

 Employees in training plans (%)  Employee turnover 

 Execution rate of annual training plan  Value added per capita 

 Duration of training plans (average)  Full-time employees (%) 

 Average level of academic degree  Part-time employees (%) 

  Employees satisfaction (index)  Specialized/expert employees (%) 

 Average duration of employees relationship  Innovative employees (new ideas) 

 Age distribution of employees  Employees with initiative (new ideas)   

 Absenteeism rate  IT literacy skills (average) 

 Internships (number)   Profits by employee 

R
el

at
io

ns
hi

p 
C

ap
it

al
 

 Grow rate of customer’s portfolio  Investment Information Technologies 

 % of small, medium and large customers  Investment in marketing 

 Profitability by costumer (average)  New customers/customers lost (rate) 

 Bill per customer (average)  Annual sales per customer 

 Customer’s satisfaction index  Market share in segment 

 Customers claims (number)  Business alliances and partnerships 

 New contracts / proposals (rate) 
 Average duration of customer 
relationship 

 Delay in delivery orders (average)  Customers contacts (number) 
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Table 4. (continued) 

 Metrics Metrics 

St
ru

ct
ur

al
 C

ap
it

al
 

 Quality certifications (number)  New business generated 

 Processes in non-conformity 
 Innovation and creativity capabilities 
(new products/services, upgrades)  

 Certified products (number)  New products launched 

 Quality tests performed 
 Revenue generated by new products / 
total revenue 

 Key-process documented  Number of customers per employee 

 Continuous improvement projects   Business partners (number) 

 Investment in developing new skills  Computers per employee 

 Investment in training programs  Knowledge management initiatives (#)  

 Investment in new products/services  Protocols with Innovation entities (#) 

 Investment in new processes  
 Suggestions from employees accepted 
by administration 

 Investment in Information Technologies  Productivity index 

 Investment in R&D  Time response to customers’ requests 

 Administrative expense/employee  Time to processing payments 

 Administrative expense/total revenues  

 
The results presented in the previous tables, allow us to draw the following 

considerations:  

 The metrics focused on the human capital component are, mostly, related with the 
characterization of the employee’s profile, and their effort in training programs. 
Few metrics are focused on measuring the value added by employees and their 
contribution to the organizational knowledge. Most of the metrics translate the 
effort invested in activities (training plans, for example) rather than the results 
obtained. 

 The structural capital includes a few number of metrics for measuring research and 
development activities. The questionnaire answers do not include metrics for 
measure the innovative capability, for instance, the number of new 
products/services developed, the number of new ideas that generate new products 
or services and the number of new patents registered. 

 Although Portuguese organizations define relationship capital as valuable relations 
with external entities, including customers, suppliers, partners, investors and other 
entities, they measure basically the customer capital. The metrics employed are 
almost all related with customers, ignoring the value of external relationships with, 
for instance, innovation entities, governmental departments, investors or business 
partners. 
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5 Conclusions 

The KMS categories more mentioned by the respondents, namely business 
intelligence, document management systems (knowledge repositories), competence 
management and workflow systems, are focused on supporting explicit knowledge. 
Help-desk systems could offer support to both explicit and tacit knowledge. These 
results are in compliance with the IC metrics addressed in the survey questionnaire. 
Almost all metrics are aligned with the measurement of explicit knowledge, and they 
can be provided from the tools above mentioned. Almost all metrics referred by 
organizations to evaluate human capital, for example, could be found on competence 
management systems, which manage knowledge related with human competences and 
skills. On the other hand, a significant number of metrics pointed by organizations to 
measure relationship capital, could be obtained from explicit knowledge wrapped in 
help-desk or business intelligence systems.  The results of the survey show that 
current practices relating KMS usage and IC measurement are in compliance, 
focusing mainly the management and the evaluation of the explicit knowledge, easier 
to represent, codify and share, than tacit knowledge.  

The findings of this study do not allow us to obtain sustainable results. 
Unfortunately, a considerable number of organizations, in Portugal, still do not have a 
culture of manage their knowledge assets and haven’t a knowledge management 
infrastructure based on KM tools.  Future work comprises a more deeply study in 
some organizations that have answered to the questionnaire. 
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Abstract. Patent information is mainly represented and stored in databases 
containing large amounts of information about the inventions and metadata of 
patents such as the technological field to which they belong, which can be 
retrieved in standard formats such as CSV or XML. These, however, provide 
few semantics to enable further relationships among patents to be inferred for 
analysis purposes. Ontologies, mostly represented in the Web Ontology 
Language (OWL), are increasingly being developed to represent, manage and 
reason about data in information systems. Unfortunately, the current patent 
ontologies do not seem to fully capture the implicit hierarchies present in patent 
technology codes to exploit the information that can be derived from the formal 
representation of patent code classification hierarchies through logic reasoning. 
This paper presents an approach to automatically index hierarchical codes with 
ontological categories and enrich the information retrieved and knowledge 
management from different patent repositories with new relationships, 
properties and inferred information. 

Keywords: Information and knowledge management, Ontology, OWL, XML, 
eXtensible Stylesheet Language Transformations (XSLT), Patent. 

1 Introduction 

Patents have a huge impact on national and international economies and represent a 
great part of all the scientific and technological knowledge worldwide [1]. Several 
studies have in fact used patents to measure the innovative capacity of firms [2] [3] 
and even technological trends [4] [5]. 

Patents are usually stored in large databases which belong to the different patent 
offices around the world, e.g. the European Patent Office (EPO) and the United States 
Patent and Trademark and Office (USPTO). While most of these databases have 
become available online in recent years, they exhibit different datasets and data 
structures for patent representation and this makes it difficult to automate their 
processing. 

Patent metadata comprise different types of information such as the name of the 
patent applicant, publication date and the technological patent classification. Each 
patent database defines a set (or sets) of technological codes according to hierarchical 
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classifications which specify the technological fields a patent may pertain to or be 
associated with. These fields are widely used in database searches to discover, for 
instance, the field or fields in which a firm may infringe another company’s industrial 
rights or existing gaps in a certain technology which a company could exploit [6]. 

When analysts need information about a firm’s innovations (to find niche markets, 
to internationally extend its innovations, etc.), they can retrieve this information from 
patent databases in standard formats, such as Comma-Separated Values (CSV) or 
eXtensible Markup Language (XML) [7]. Since these formats lack formal semantics 
to enable the interrelation of patent information, it is also therefore difficult to share 
data from different databases. In this regard, an efficient retrieval and processing of 
patent information based on semantics could improve the information and knowledge 
management of patents [8]. 

Such semantics could be provided by ontology languages with a formal model-
theoretic grounding. Ontologies have been increasingly developed to represent, 
manage and reason about information system data. Ontologies allow common 
vocabularies and relationships between domain entities to be defined [9]. The web 
ontology language (OWL) [10] with its formal semantics [11] based on description 
logics has become the de facto standard among ontology languages. 

In the context of patent metadata, ontologies have already been developed [1] [12]. 
These ontologies have been populated by translating XML documents retrieved from 
patent databases into OWL ontologies. However, these approaches seem to disregard 
the hierarchical relationships between the technological fields into which a patent may 
be classified, thereby hindering the exploitation of information that can be derived 
from the formal representation of patent code classification hierarchies by means of 
logic reasoning. Another drawback is that they only represent patent data from a 
single patent office. 

This paper proposes an approach which is explicitly intended or utilized for 
creating and processing knowledge about patents. This approach provides a practical 
mechanism to automatically build and populate patent metadata ontologies by 
indexing hierarchical codes, which can be retrieved from different patent repositories, 
and by defining ontological categories which enrich patent information management 
with new relationships, properties and enabling the inference of new knowledge. 

An application study is presented in order to illustrate the applicability of the 
proposal in the information and knowledge management about firms’ innovation, by 
means of a case study, that shows how to automatically infer information about the 
internationalization of environmental patents on the basis of the information provided 
in the metadata of patent documents. 

The rest of the paper is organized in the following way: Section 2 studies related 
work; Section 3 shows the proposed method for translating hierarchical patent codes 
from XML files into hierarchies of concepts in OWL files, including the population of 
the ontology; Section 4 presents a case study that shows the benefits of arranging the 
patent technological field in a hierarchical manner in OWL; and Section 5 concludes 
the paper by discussing the contributions of the proposal. 
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2 Related Work 

In the domain of patent ontologies, various efforts have been made to create 
ontologies with information retrieved from patent databases. The most relevant patent 
ontologies based on patent metadata and represented in OWL are Patexpert, which 
was created within the European Patexpert project [13], [1], and PatentOntology, 
which was developed at Stanford University [12]. Although these two ontologies are 
relevant and close to our field of interest, none of them reflect the structure of the 
technological codes and they do not allow fully exploiting the logical reasoning with 
technological codes. 

Patexpert was created to homogeneously represent different patent information 
from several EPO databases and to provide this with semantic meaning. However, 
Patexpert does not merge information retrieved from different patent offices: the 
patent metadata ontology has been populated by XSLT (eXtensible Stylesheets 
Transformation Language)[14], stylesheets. Unfortunately, the public version of this 
ontology is not populated, but to the best of our knowledge this ontology does not 
automatically retrieve or represent the semantics of the hierarchy of technological 
codes. 

PatentOntology was developed to avoid the limitations of Patexpert when 
integrating heterogeneous domains [8]. PatentOntology merges information from 
USPTO patent documents retrieved from the USPTO database with information from 
patent courts of USPTO retrieved from the LexisNexis database [15]. This ontology 
has been populated with a parser, but does not automatically retrieve the semantics of 
the hierarchy of technological codes neither merge information from different offices. 

In other domains, there exist other proposals which have extracted OWL 
documents from XML documents by using XSLT, but none of them has dealt with the 
extraction and then indexing of hierarchical codes in ontological categories as our 
proposal does. While some of this work uses XML schema [16] [17], other work only 
creates the OWL model [18] and others the OWL model and instances [19] but none 
attempt to represent the code structure in an ontological categorization. 

Other work has also been published on translating XML into OWL and the 
development of visual tools such as JXML2OWLMapper [20], [21] or the online 
XMLtoOWL tool [22]. These tools enable the visual assignment of XML labels of the 
XML instances or schema into OWL labels. However, neither of these tools combines 
information retrieved from different sources nor capture the semantics of the 
hierarchical organization of codes. 

3 Semantic Information Retrieval from XML to OWL 

The codes for patent technological fields exhibit a certain structure that needs to be 
identified before a transformation document is defined to translate patent metadata in 
XML into an OWL ontology. Furthermore, each patent office defines its own scheme  
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to represent patent metadata. In this section, we introduce an overview of the method 
proposed and describe the transformation process from XML to OWL by means of 
XSLT. We then propose that the stylesheets be customized in order to fully exploit 
the information gathered in the hierarchical codes. Finally, we show an example of 
the method for a particular hierarchical code. 

3.1 Method for Transforming XML into OWL with Stylesheets 

This paper presents a method for processing query results from different databases in 
XML format, and the XML files are converted into OWL by means of the 
corresponding XSL files (styleshhets) and an XSLT processor. Figure 1 shows an 
overview of the method proposed. 

 

 
Fig. 1. Method Overview 

The most important phase of this process is to create the stylesheet. Previous 
publications [12] [1] have used stylesheets to convert one node label of an XML 
document into a single class or property or instance of an OWL document. 

In our proposal, we will automatically create an OWL model from the XML 
instance document for the technological fields of patents and OWL instances of this 
model. This method encompasses the translation of each instance of the technological 
code (a node label of the XML document) into a hierarchy of classes in the OWL 
document (several classes and one instance). For this purpose, it is necessary to divide 
the XML label into several parts and transform each into an OWL class or instance. 
The code is partitioned using XPath (XML Path language) [23]. 

The stylesheet developed in this work allows the ontology to be populated 
automatically with the hierarchical technological codes of the patents. Even when 
new codes appear, the stylesheet can create new classes and instances automatically 
without any further modification. 
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3.2 Structure of the Hierarchical Codes 

Various patent technology codes exist such as the US classification or the European 
ECLA and ICO classifications or the International (IPC). The ICO and ECLA codes 
are based on the IPC codes and have the same underlying structure: 

• Section, represented by one letter 
• Class, represented by two digits 
• Subclass, represented by one letter 
• Main group, represented by one to three digits 
• Group, represented by at least two digits 

For instance, the ICO code Y02E10/20, which refers to energy generation, is made up 
of section (Y), class (02), subclass (E), main group (10) and group (20). As such, the 
complete code H04L25/02 means:  

Y   new technological developments 
Y02   technologies for mitigation of climate change 
Y02E  reduction of greenhouse gases 
Y02E10  energy generation for reduction of greenhouse gases 
Y02E10/20  energy generation through renewable energy sources 

Hierarchical codes have two main characteristics: 

• Characteristic 1. Importance of the context of the code. The meaning of one part 
of the code depends on the meaning of the previous parts of the code. For 
example, the meaning of the part of the code “main group” (10) has different 
meanings if the previous part of the code is Y02E (Y02E10, energy generation 
for reduction of the greenhouse gases) or if the previous part of the code is Y02C 
(Y02C10, C02 capture or storage). 

• Characteristic 2. Importance of parts of the code. The same representation of a 
part of the code (for example: 20) has different meanings depending on the part 
of the code to which it belongs. For example, the representation (20) has different 
meanings if it belongs to the “group” part of the code (Y02E10/20, energy 
generation through renewable energy sources) or to the “main group” part of the 
code (Y02E20, combustion technologies with mitigation potential). 

Taking these two characteristics into account, the proposed method automatically 
creates an OWL ontology named HCOntology (Hierarchical Code Ontology) which 
represents the hierarchical codes with the full semantic meaning of the codes. The 
resulting HCOntology for the ICO codes with the tool Protégé [24] is shown in 
Figure 2. In OWL, since child classes inherit the meaning of the parent classes, 
HTCOntology therefore complies with the aforementioned Characteristic 1. 
Furthermore, HTCOntology represents different parts of the codes (for example the 
main group 10) with previous parts of the code (example ICO_Y02E10) and so 
HTCOntology fulfils the aforementioned Characteristic 2. 
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Fig. 2. HTCOntology focus on the ICO code Y02E10/20 in Protégé 

3.3 Customization of the Stylesheets for Hierarchical Codes 

In the method proposed, the customized stylesheets will allow the automatic 
translation of XML instance documents (where the instances are hierarchical codes) 
into an OWL ontology model and instances with the process shown in Figure 1. 
While other works translate one XML label (instance) into one single OWL label 
(class or instance), our work, on the other hand, proposes the translation of one XML 
label (instance) into several OWL labels (several classes and one instance) following 
an implicit hierarchy in the XML label. 

The customization of the stylesheets proposed in this paper consists of the 
following steps: 

1. Study the codes and define their parts, identifying the number of characters or 
digits in each part and whether they have separating characters 

2. Study the structure of the labels in the XML and OWL files 
2.1. Location of the hierarchical codes in the XML file 
2.2. Detect the class from which implement HCOntology in the OWL file 

3. Write the XSL file with its different parts: 
3.1. A header of the OWL file with the namespaces and if HTCOntology is 

implemented on top of an existing ontology, import the existing ontology 
3.2. Clean each label of the XML file, deleting unnecessary spaces, ensuring that 

each code is only written once in the OWL file, even if the code is repeated in 
several places in the XML file, etc. 

3.3. Create the hierarchical code structure 
3.3.1. Define the whole code except the last part as a subclass of the previous part 

of the code 
3.3.2. Repeat Step “3.3.1” for each part of the code until the first part of the code, 

and define the first part of the code as a subclass of the class of step “2.2” 
3.3.3. Insert the individuals (the whole code) in the corresponding created class 

3.4. Close the open labels 
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Table 1 shows an example for ICO codes. In which, we make use of the XPath 
functions related to substrings to split the hierarchical codes into its parts and create 
the corresponding ontology classes, subclasses and individuals for each code. This 
example shows the method steps to create an XSL file with the ICO codes (for clarity 
purposes we will show the instance of the ICO code in the XML file: Y02E10:20): 

Table 1. Customizationof the stylesheets for ICO Codes 

Step Result 

1 The structure of the ICO codes is shown in Section 3.2. The mark “:” separates the main group 

from the group in the XML file 

2 Study the labels in XML and OWL file 

2.1 <RESULT-LIST> <ROW> <ICO><p> 

2.2 http://www.semanticweb.org/HCOntology#ICO 

3 Write XSL file 

3.1 The RDF namespace envelope and the ontology elements [25] 

3.2 Clean the labels in the XML file that contains the hierarchical code 

3.3 The code Y02E10:20 (figure 1) should have an OWL instance ICO_Y02E10-20, with the 

previous OWL hierarchy of classes (ICO_Y, ICO_Y02, ICO_Y02E, ICO_Y02E10). Figure 3 

shows this step in the XSD file 

3.3.1 In the XML instance Y02E10:20. Create the classes  ICO_Y02E10 and (ICO_Y02E) and then 

define one as a subclass of the other (ICO_Y02E10 subclass of ICO_Y02E) 

3.3.2 Create the class ICO_Y0E and define it as a subclass of ICO_Y02, create the class ICO_Y02 

and define it as a subclass of ICO_Y, create the class ICO_Y and define it as a subclass of ICO 

3.3.3 Add the instance ICO_Y02E10-20 to the class ICO_Y02E10 

3.4 Close all the labels that remain opened 

 

 

Fig. 3. Excerpt of XSD file implementing step 3.3.1, 3.3.2 and 3.3 

4 Reasoning through Ontology Hierarchy 

A broader international scope of selected regions for the exploitation of patented 
environmental innovation provides existing patents a greater potential to influence 
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single register in the databases, has ample implicit information about the classification 
of the technological field to which the patent belongs due to the hierarchical nature of 
the technological codes. However, this information is stored without any semantics 
and the information is not therefore explicitly represented to be automatically 
processed by computers. Patent documents can be retrieved from the databases in 
several standard formats, such as CSV or XML. Because of the limited semantics of 
such formats, additional relationships cannot be inferred between patents for analysis 
purposes, and makes hampers the sharing of heterogeneous data from different 
databases. Ontology languages such as OWL provide this semantics and have proved 
useful for representing and managing knowledge. Various efforts have been made to 
create patent ontologies in OWL, enabling new knowledge to be discovered and 
patent analysis improved, and these could be used by firms to optimize innovation 
management. Such ontologies have been populated by transforming XML instances 
into OWL instances. These translations are, however, limited to mirror hierarchies of 
patent codes and do not take further advantage of reasoning capabilities, and have not 
dealt with the heterogeneity of patent representation by different patent offices. 

This article introduces an approach for automatically retrieving information from 
different patent repositories and for indexing hierarchical codes with ontological 
categories. This indexing enriches the information retrieval and management process 
with new relationships, properties and inferred information. The paper also discusses 
the importance and potential of this indexing. 

More specifically, this paper provides a method for automatically translating XML 
instances from different data repositories into OWL classes and instances. This 
method is based on XSLT, and the XSD file is built with the help of XPath that splits 
the code into its structural parts. This methodology enables the future emerging codes 
to be translated automatically without the need for any reimplementation. The 
resulting hierarchy of concepts in OWL (which we called HCOntology) allows the 
exploitation of the information gathered in each part of the hierarchy. 

We have also shown the potential of the proposal through a case study that creates 
relationships between concepts using the full semantics of the technological codes. In 
particular, we have classified as international environmental patents those patents that 
have family patents outside the region of the owner firm and are environmental 
patents. The detailed empirical comparison between our proposal and other methods 
is out of the scope of this paper because space restrictions, however we are 
implementing this analysis in a future paper that it is now under preparation. 

Although this method has been applied in the domain of patents, it could equally 
be applied to any domain with hierarchical codes. The hierarchical codes would 
therefore be enriched with semantics, enabling the definition of new relationships, 
properties and inferred information. 
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Abstract. The current World Wide Web is featured by a huge mass of 
knowledge, making it difficult to exploit. One possible way to cope with this 
issue is to proceed to knowledge mining in a way that we could control its 
volume and hence make it manageable. This paper explores meta-knowledge 
discovery and in particular focuses on clustering induction rules for large 
knowledge sets. Such knowledge representation is considered for its expressive 
power and hence its wide use. Adapted data mining is proposed to extract meta-
knowledge taking into account the knowledge representation which is more 
complex than simple data. Besides, a new clustering approach based on 
multilevel paradigm and called multilevel clustering is developed for the 
purpose of treating large scale knowledge sets. The approach invokes the k-
means algorithm to cluster induction rules using new designed similarity 
measures. The developed algorithms have been implemented on four public 
benchmarks to test the effectiveness of the multilevel clustering approach. The 
numerical results have been compared to those of the simple k-means 
algorithm. As foreseeable, the multilevel clustering outperforms clearly the 
basic k-means on both the execution time and success rate that remains constant 
to 100 % while increasing the number of induction rules. 

Keywords: Knowledge mining, meta-knowledge, multilevel paradigm,  
k-means, k-nearest neighbors, induction rules, genetic algorithm. 

1 Introduction 

To accelerate knowledge discovery [1][2], it would be interesting to exploit the 
knowledge currently present on the web and proceed to its mining. The purpose of 
this paper is to propose a knowledge mining process and to show how to adapt some 
data mining tasks to knowledge. Let us point out that the concept of knowledge 
mining is different from the one we found in the literature [3][4][14][15]. To be clear, 
we are interested in this work in mining knowledge instead of elementary data and the 
result of the desired task is therefore meta-knowledge. 

The only similar study we found in the literature deals with frequent sequential 
patterns [5]. In fact in this paper, the authors focus on clustering sets of items and not 
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on simple items and more precisely sequential patterns. In our case we are interested 
in induction rules because of their closeness to the natural language. On the other 
hand, clustering is considered as a mining task for scalability concern. A new 
clustering approach based on multilevel paradigm is proposed. 

The idea behind the multi-level approach is to be able to tackle very large scale 
knowledge sets. The reminder of the paper is organized as follows. The next section 
presents the concept of knowledge mining compared to data mining. Afterwards, 
induction rules representation and similarity measures are proposed according to the 
morphological aspect. Then a new clustering approach based on multilevel paradigm 
for induction rules is proposed in section3. The experimental evaluation presented in 
section 4 is performed on a benchmark including three different knowledge bases and 
another one containing hard SAT instances. Conclusions are finally summarized and 
some perspectives are suggested. 

2 Knowledge Mining 

In the literature [14] the knowledge mining concept is defined as an evaluation 
process of knowledge discovery, or as a selection process of interesting knowledge 
[15]. We can also cite many other works [3] [4] that define the concept of knowledge 
mining as a process of extracting knowledge from a tremendous database using prior 
knowledge. In other words, we illustrate the concept by the following scheme: 

Prior Knowledge + data mining +goal → desired knowledge. 

This definition deals with mining data not knowledge, it is different from the 
paradigm that we aim at introducing and studying. 

We define knowledge mining as the process of extracting new knowledge from a 
knowledge set, such as a knowledge base or a knowledge warehouse. It can be then 
described as follows: 

Knowledge + Prior Knowledge + Goal → Meta-Knowledge 

2.1 Knowledge Representation  

Knowledge representation consists in translating the natural knowledge into a 
symbolic formalism that can be processed by a machine. Knowledge is too vast and 
diverse to be represented and operated by a single formalism. Among the knowledge 
representations, the procedural and the declarative approaches have been investigated 
for a long time [6]. The procedural approach, invokes the simplicity and the ease of 
understanding reasoning, represented by algorithms simulating real behaviors. In 
addition, the procedural representation allows treating problems with algorithmic 
style which is fully analyzable and fully understandable. On the contrary, the 
declarative approach is more flexible because it provides heuristic expressions using 
statements. It allows to specify constraints and to learn independently methods of use. 
Fig. 1 shows the various knowledge representation formalisms from procedural which 
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is rigid and well structured to the declarative 
one which is on the contrary more open and 
free.  

Clearly, induction rules are the closest to 
the natural language phrases. In addition, 
they represent an efficient framework to 
design reasoning systems and by producing 
meta-knowledge.  

Another subsequent extension of 
induction rules mining is the design of super 
intelligent agents that are capable to reason 
on subsets of rules rather than on single 
rules. Lot of researches can be launched 
from this idea, such as knowledge 
represented by taxonomies or association 
rules. 

2.2 Induction Rules 

An induction rule is a Boolean formula of the form: R : X → Y , where X and Y are 
sets of clauses. X  is called the premise of the rule and Y  its consequence[3]. 

2.3 A Distance Measure for Knowledge Rules 

In the previous work [7], a similarity measure between induction rules was proposed. 
It took into account the main items of the rule except the logical connectors in the 
design of the distance between two rules. This is a subtle way to evaluate the 
differences between rules. However, one important element was not considered at all, 
which is the position of the implication operator because this element distinguishes 
between the premise and consequent parts of the rule. In the present paper, we 
integrate this feature in designing similarity measures in order to be more precise and 
hopefully yield more accurate results. In addition to that fact, the clauses are taken as 
basic entities for measuring the disparity between rules. Moreover, if we consider the 
pair (variable, value) when ignoring the relational operator instead of the whole clause 
we obtain another measure with average bounded rationality. For a completely 
bounded rationality, we can take in account only the variables of the clauses to obtain 
a third measure. These three measures are summarized as follows: 

Distance with Complete Rationality 
 Dist(Ci;Cj) = total(Ci;Cj) - shared (Ci;Cj)                                  (1) 
Dist1(Ri;Rj) = Dist(antecedent(Ri),antecedent(Rj)) +   
   Dist(consequent(Ri),consequent(Rj))                   (2) 
 

where Ci and Cj are respectively two sets of clauses and the distance between them is 
equal to the number of clauses that are totally different from one clause to the other. 

 
Fig. 1. Knowledge Representation 
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Antecedent(R) is the set of clauses appearing in the premise part of the rule R and 
consequent(R) is the set of clauses appearing in the consequence part of the rule R. 

Distance with Average Bounded Rationality 
In this case, the same formula is used except for Dist(Ci;Cj) where we ignore the 
relational operators of the clauses. 

Distance with Full Bounded Rationality 
In this case, the same formula is used except for Dist(Ci;Cj) where only the variables 
are considered. Of course we will obtain three kinds of clustering depending on which 
distance we select. 

Let look at the following rules: 

R1: If (temperature = hot) and (humidity = low) then (outlook=sunny), 
R2: If (outlook=sunny) and (temperature = hot) and (wind = light) then 
(play_tennis=no), 
dist(R1,R2)= total(R1,R2) - shared(R1,R2) = 7 - 4 = 3. computed by [7] 
dist(R1,R2)= dist( antecedent (R1),antecedent(R2)) + dist(consequent(R1), 
consequent(R2)) = (5-1)+(2-0) = 6, computed by the complete rationality distance. 

The defined distance is a reliable and valid metric measure across the whole of the 
induction rules, because we have demonstrated mathematically the four properties of 
a metric distance function, which are: 

1- D is a function which is defined as follows:  
D : E× E →R // E is the whole of induction rules: (X, Y ) → D(X, Y ) 
2- ∀ x є E : D(x, x) = 0. 
3- ∀ (x, y) є ܧଶ: D(x, y) = D(y, x). 
4- ∀ (x, y, z) є ܧଷ

 : D(x, y) = D(x, z) + D(z, y). 

2.4 Centroids Computation 

Another concept, which is necessary to perform clustering using k-means is the 
centroid. The latter, which is the central element of the cluster represents somehow all 
the objects of the whole cluster. Finding formula that computes exact centroid of a set 
of rules is not evident. One possible idea is to calculate the distance that separates 
each pair of rules, then for each rule associate the sum of the distances that separates 
it from the others. The centroids will correspond to the rule that has the near-average 
sum of distances because intuitively, it is the closest to all the other rules and hence 
the most similar to them. 

3 Multilevel Induction Rules Clustering 

3.1 Related Works of Multilevel Paradigm 

In the literature, the multilevel paradigm was first proposed by [8], as a method of 
speeding up spectral bisection, and improved by generalizing it to encompass local 
refinement algorithms [9]. It has been made popular by [10], and since then  
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it was commonly used for graph 
partitioning problems, as the work 
[11]. Also the authors in [12] 
hybridize a multilevel approach with 
an ant-colony meta-heuristic for 
mesh-partitioning. And recently the 
multi-level approach was used for 
solving problems such as combining 
memetic algorithms with multi-level 
approach for solving the problem 
SAT[13]. The multilevel paradigm is 
a simple technique which at its core 
involves recursive coarsening to produce smaller and smaller problems that are easier 
to solve than the original one. This paradigm consists of three phases: coarsening, 
initial solution, and uncoarsening. The coarsening phase aims at merging the 
components associated with the problem to form clusters. The clusters are used in a 
recursive manner to construct a hierarchy of problems. Each level of this hierarchy 
represents the original problem but with fewer degrees of freedom. The coarsest level 
can then be used to compute an initial solution.           

This last, found at the coarsest level is extended to give another initial solution for 
the next level, and then improved using a chosen optimization algorithm.     

3.2 The Proposed Algorithm 

In this section, we develop a new general algorithm for induction rules clustering 
based on multilevel paradigm. First, it begins by eliminating the nearest induction 
rules from the original knowledge set in the coarsening step to keep only the most far 
away rules from each other. Thanks to a genetic algorithm that computes at the end of 
this stage a mini knowledge base that includes the different most distant induction 
rules as explained in fig.2. After this step, the k-means algorithm is launched on the 
small base and it is expectable that it will provide reliable centroids, because  
the selected rules are very distant from each other. Finally in the refinement step, the  
k-NN algorithm adapted to induction rules is invoked on the result of k-means of the 
previous step. This operation is repeated until obtaining the initial knowledge set.  
The purpose of using k-NN is to complete inserting the remaining rules in the 
corresponding classes.                                                                                           

3.3 Coarsening Step 

The purpose of this step is to reduce the induction rules number. We use a genetic 
algorithm for this aim while ensuring a good sweeping of all the knowledge base. The 
rules are not removed randomly but in a way to keep only the rules that appear very 
far from each other. 
 

 

Fig. 2. Multilevel Induction Rules Clustering 
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A Chromosome (Individual) 
It is an encoded solution in our case represented by an array of integers varying 
between 0 and the number of induction rules of the knowledge set, each gene 
representing a rule. Therefore the length of the chromosome represents the size of the 
small knowledge base. For instance, if we have the following chromosome 
(19,201,1987,2012,3033,4200), its size is equal to 6, the number of rules, which can 
be located as follows: The first rule is at position 19 in the set, the second one at 
position 201 and so on... 
 

Fitness Function  
The notion of fitness is fundamental to the application of genetic algorithms. It is a 
numerical value that expresses the performance of an individual (solution), so that 
different individuals can be compared. We propose as a fitness function the sum of 
the distances between each of the genes of the individual, that is: 
fitness(chromosome) = ܺܣܯ ሺ∑ ∑ ,ሺ݅ݐݏ݅ܦ ݆ሻሻ௡௝ୀଵ௡ିଵ௜ୀଵ  , for all i different from j with 
i and j belonging to chromosome. 
 
Coarsening Algorithm  
 
Genetic Algorithm for Coarsening Step 
Begin 

Generate randomly an initial population of solutions; 
Compute fitness for each solution of the population; 

    For ( i:= 1 to maxIter)do 
           Choose 2 individuals (or solutions);         
            Generat Rc randomly RC, RM : a random numbers between [0 and 
            length of chromosome];  
             If (Rc < rate of crossover) then 

               Apply the crossover; 
        end_If  
        If  (Rm < rate of mutation) then 

            Apply the mutation on one chromosome selected 
randomly; 

        end_If 
 Evaluate fitness(S’) 

/*where S’ is the new individual*/  
    If (fitness (S') > fitness (S)) then 

Remove S from the population and insert S’; 
        end_if 
    end_for 
   Consider the best found solution; 

                 end 

 

3.4 The Initial Solution 

After the coarsening step, we obtain a solution that maximizes the distance between 
its induction rules. So it is sour that the last one sweeps all the areas of the knowledge 
set. In this step, we apply a simple k-means algorithm to cluster these rules as 
explained in Fig.3 and the reliable gravity centers will be achieved. The result of this 
clustering constitutes the initial solution. 
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3.5 The Refinement Step 

After the clustering in the initial step, the different clusters are obtained with the rules 
belonging to the initial solution. In order to rebuild our initial knowledge set, we 
suggest applying the k-nearest-neighbors algorithm for the rest of the induction rules, 
as shown in the following algorithm. 
 
Refinement Step Algorithm based on k-NN 
 

Begin  

rule_list := all rules (knowledge base) - rules (initial 

 solution); 

   while (rule_list is not empty) then 

Current_rule := get_rule (rule_list); 

for (each already classified rule Ri) do 

Calculate the distance Dist_Clauses (curr- 

nt-rule,Ri); 

end_for 

Compute k_nearest_neighbor(current-rule); 

   for (each rule belonging to k-NN) do 

     Calculate the number of frequency of each 

     class; 

end_for 

Attribute to "current_rule" the most frequent     

class; 

end_while 

End. 

4 Evaluation and Experimentation 

One of the hardest problems in comparing different clustering algorithms is finding an 
algorithm to evaluate the quality of the clusters. Our main idea is to construct the 
induction rules set from three different benchmarks, and with fixing the parameter “k” 
of the clustering algorithms at 3, we can calculate the clustering success rate as 
explained in fig.3. And in a second step and only after having validated the clustering 
approach we develop it on a public SAT benchmark. 

4.1 Benchmark Construction 

Data Benchmark Adaptation  
In this part, we build the knowledge set from three public different benchmarks. It 
includes 11000 induction rules, after transforming the data sets to induction rule sets, 
as follows: 

If (attribute1 = value1) and (attribute2 = value2) and ... then (attributen = valuen) 
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Where n is the last attribute of the data set. 
The first one is originally a big data set 

known as Chess (King-Rook vs.King) Data 
Set1

, which contains 28056 instances with 7 
attributes. 

The second benchmark is known as Abalone 
Data Set2. It contains 4177 instances with 9 
attributes. The third data set is known as Car 
Evaluation Data Set3.  It contains 1728 
instances, with 7 attributes. 

SAT Benchmark Adaptation  
We used the public SAT benchmark known as 
SATLIB4, it contains 1000 SAT instances with 
20 variables and 91 clauses. A SAT Benchmark 
is the set clause-conjunctions of literals. Each instance SAT can be modified as 
follows: 

Let Ci =  ¬α1 v α2 v ¬α3 be a clause, then  
As a => b ≡  ¬α1 v β then: ¬α1 v α2 v ¬α3 => (α2 v ¬α3)...(3)  
Using Eq.(3), we can consider the following rule: if α1 = 1 then α2 = 1 or α3 = 0. 

Generally, each clause C is transformed as Eq.(3).  
After that, for each variable,αi ∈ C, if αi is true, then it set to 1, otherwise to 0. 

4.2 Evaluation Pattern 

Fig.3 shows the evaluation process of the clustering, when fixing the parameter k of 
the clustering algorithms to 3. Then after the clustering step, the three obtained 
clusters are compared to the initial rule bases. If the clustering process is efficient, the 
respective clusters should be identical. The success rate is calculated using the 
following formula: 

success rate =   ௡௖௥௡௣௥ ൌ  ௡௖௥ଵ௡௣௥ଵ ൅ ௡௖௥ଶ௡௣௥ଶ ൅ ௡௖௥ଷ௡௣௥ଷ     ...                                (2) 

Where, ncri=number of correct rules for knowledge base i. 
npri=number of pertinent rules from knowledge base i (total number of its rules). 

The number of correct rules of KBi = max(number rules common (KBi;Cj)) for all j  
in [1,3]. 
 
 

                                                           
1 http://archive.ics.uci.edu/ml/datasets/ 
Chess+%28King-Rook+vs.+King%29 

2 http://archive.ics.uci.edu/ml/datasets/Abalone 
3 http://archive.ics.uci.edu/ml/datasets/Car+Evaluation 
4 http://www.satlib.org/ 

 

Fig. 3. Clustering Evaluation 
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4.3 Experimentation 

Performance Comparison  
Fig.4 compares the performance of several variants of the designed clustering 
approaches. We remark that the results computed by the simple k-means and the 
multi-level k-means are very different. While the success rate of the simple k-means 
algorithms is reduced when increasing the number of rules to cluster, the multilevel 
algorithms success rate remain constant to 100%. 

 

 

Fig. 4. Success rate of clustering approaches          Fig. 5. CPU Time of clustering approaches 

 
CPU Runtime Comparison  
The execution times for the different clustering approaches are compared in Figure 5, 
when increasing the number of induction rules. We observe that the multilevel 
clustering algorithms are faster than the simple clustering. Moreover, when the simple 
clustering approaches cluster a number of induction rules varying between 100 and 
11000, the execution time increases from 180 to 1270 milliseconds whereas the 
execution time of multilevel approaches increases just between 26 and 200 
millisecond. 
 
Application of Clustering Approaches on SAT Benchmark  
Fig.6 shows how the execution time augments with the increase of number of sat 
instances for the four clustering approaches. According to this figure, we remark that 
the simple clustering approaches are slower than the two approaches based on 
multilevel paradigm, like in the previous subsection2. This is due to the fact that the 
simple clustering approaches repeat a computation of new centroids, until the stability 
of all induction rules in clusters, however, in the multilevel clustering approaches the 
gravity centers are computed only once. Execution time of the multilevel approaches 
do not exceed 35milliseconds, when the number of sat instances is 1000 rules, even 
though the simple clustering approaches execution time is 200 ms when the number 
rules is 1000. 

In figure 7 the results of comparing the clustering approaches while increasing the 
parameter ’k’ are shown. When the number of SAT instances is fixed at 1000 rules, 
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and with the increase of the number of clusters from 3 to 40 clusters, we remark that 
the CPU runtime of the simple clustering approaches increase between 125 to 290 
milliseconds. However the CPU runtime of the clustering approaches based on 
multilevel paradigm increases just from 40ms to 90 milliseconds. 

 

 
 

Fig. 6. CPU Runtime of clustering approaches 
for SAT instances 

Fig. 7. CPU Time of clustering SAT instances 
Vs number of clusters 

 

 
General Comparison  
When comparing the four clustering approaches, we note that the approaches based 
on multilevel clustering are more efficient on both solution quality and runtime 
criteria than the simple clustering approaches, so they take until 83% less time than 
the simple clustering approaches to treat the same rule base. 

Furthermore, even on the quality criterion expressed through the success rate, their 
performance reaches 100% whatever the number of rules whereas the simple 
clustering approaches success rate varies between 97% and 70%. Finally with 
applying the four approaches on SAT benchmark, and with increasing the number of 
clusters, the difference between the runtime of the approaches is very important. 
Therefore when increasing the number of clusters from 3 to 40 clusters, the runtime 
for the simple clustering approaches increase from 120 to 290 milliseconds, while the 
runtime of the multilevel clustering approaches remain constant between 40 and 90 
milliseconds. 

5 Conclusion 

In this paper we presented a new multilevel k-means algorithm for clustering 
induction rules. The algorithm combines a traditional clustering technique in the 
initial solution step, a genetic algorithm in the coarsening step and a supervised 
classification especially the k-nearest-neighbors algorithm in the refinement step. As 
our experimental results proved, the best clustering solutions were produced by the 
multilevel clustering approaches when comparing to the simple k-means. 
Furthermore, the algorithm has the additional advantage of being extremely fast, as  
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it is based on genetic algorithm. For instance, the amount of time required by the 
proposed algorithm ranges from 26 milliseconds for a knowledge base with 900 
induction rules to 115 milliseconds for a knowledge base with 11000 induction rules, 
on a I5 core PC. We believe that this paper presents the first attempt for developing a 
robust framework for a large scale clustering approaches. However, a number of key 
questions remain to be addressed, in particular the best way to design the different 
components of the multi-level paradigm. We can imagine in a future work, an 
application of the multilevel clustering of induction rules on a rule base of an agent 
intelligent, in order to speed up its reasoning and also to discover the new  
meta-knowledge. 
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Abstract. A risks management, carried on in an effective way, leads the 
software development to success and may influence on the organization. The 
knowledge takes part of such a process as a way to help taking decisions. This 
research aimed to analyze the use of Knowledge Management techniques to the 
Risk Management in software projects development and the possible influence 
on the enterprise revenue. It had, as its main studying subject, Brazilian 
incubated and graduated software developing enterprises. The chosen research 
method was the Survey type. Multivariate statistical methods were used for the 
treatment and analysis of the obtained results, this way identifying the most 
significant factors, that is, enterprise´s achievement constraining factors and 
those outcome achievement ones. Among the latter we highlight the knowledge 
methodology, the time of existence of the enterprise, the amount of employees 
and the knowledge externalization. The results encourage contributing actions 
to the increasing of financial revenue. 

Keywords: Software development, Knowledge Management, Risks 
Management, Incubated and Graduated Technological Based Enterprises. 

1 Introduction 

All projects have risks. Once a project management aims to increase the success rate 
of projects, it is, in its essence, the risk management [1]. In this context, the software 
projects are part of them and, especially susceptible to faults [2]. The high failure 
rates, associated with the information system projects, suggest that organizations need 
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to improve not only their ability to identify, but also manage the risks linked to those 
projects [3].  

An organization cannot effectively manage the risks provided it doesn´t manage its 
knowledge [4]. However, it is not enough to have the knowledge in some part of the 
organization; it needs to be accessible to be used and to serve as a basis to new 
knowledge to be created [5]. Farias et al. [6] consider that projects managers may 
make mistakes from the past simply for not knowing the mitigation actions that have 
been successfully applied, once an applied ineffective risk Knowledge Management 
contributes to maximize such a problem. A research, carried on by Wong e Aspinwall 
[7], from a survey with 72 small and medium information technological enterprises, 
identified that only 26 enterprises used Knowledge Management formally. The main 
reason for not using it was due to the uncertainty as to the potential benefits (45.7%). 
For Alhawari et al. [8], to use Knowledge Management processes to improve the 
applications of processes, linked to Risk Management, is a recent and important 
research area. And yet, this research area is not so addressed. According to 
Massingham [9] the Knowledge Management and Risk Management relationship is 
an academic research emergent field. So, this research has as its aim to analyze the 
use of Knowledge Management (KM) techniques to the Risk Management (RM) in 
software projects development and the possible influence on the enterprise revenue.  

The article is structured as follows. Section 1 presents justifications and the 
research aim. Section 2 discusses the theoretical foundation on Technological 
Incubated and Graduated Based Enterprises and the relationship between RM and 
KM. Section 3 contemplates the research method and Section 4 the resulting 
presentation and analysis. Finally, Section 5 presents conclusions and suggestions for 
future research.  

2 Literature Review  

2.1 Incubators and Technological Incubated and Graduated Based 
Enterprises 

Enterprises incubators have become a phenomenon in many parts of the world and are 
seen as a tool to promote the growing of technological based enterprises development 
[10]. Dahlstrand [11] defines a Technological Based Enterprise (TBE) as that one 
depending on technology for its development, not meaning necessarily, in most of the 
cases, it has to be new or in innovation. The enterprises incubators supply technical 
support, networking capacity, infrastructure, shared services and facilitates access to 
capital, making it vital to business development in their early stages [12].  

At Graduated Enterprises the information management and its procedures  
have been identified as being more aware and structured. In addition, incubated 
enterprises presented an organization environment with better conditions for 
knowledge creation [13].  



 Knowledge-Based Risk Management 57 

2.2 Risk Management and the Relationship with Knowledge Management 

Risks in software projects are a series of factors or conditions that may represent a 
serious threat for the success of the project achievement [14] and they imply to 
quantify the importance of a risk, assessing and its possible impact on the project, as 
well as in the strategies development to control it [15]. Despite the improvements 
already achieved, many software development projects still use more sources than 
planned, take longer to be finished and supply less quality and functionality than 
expected [16].   

For Davenport e Prusak [5], KM is composed by set of processes that seek to 
support in the organizational environment the knowledge generation, their register 
and their transfer. Anantatmula e Kanungo [17] state that "knowledge is recognized as 
a critical resource to acquire and keep up competitive advantage in business". So, 
several enterprises have expectations that KM, if accomplished the right way, may 
transform knowledge into competitive advantage [18].  

Normally micro and small enterprises use knowledge more than other traditional 
resources to compete. However, a micro and small enterprises (MSE) significant 
majority is not employing KM techniques [19]. These techniques, or practices, help 
enterprises to empower their knowledge generation capacity. According to Nonaka 
and Takeuchi [20], the knowledge generation goes on information interactions and its 
effective transformation occurs in 4 conversion modes, the so called SECI model: 
Socialization (S) - knowledge conversion from tacit into tacit; Externalization (O) - 
articulation process of the tacit knowledge into explicit concepts.; Combination (C) - 
the explicit knowledge conversion into explicit; Internalization (I) - incorporation of 
the explicit knowledge into tacit one.  

The relationship between KM and RM is also approached by Farias et al. [6], who 
describe a software project risk planning approach, based on the reuse of 
organizational risk knowledge. Verhaegen [21] shows a KM as a tool to decision 
makers and management capacity improvement, especially regarding to risk related 
issues. Karadsheh et al. [22] present the KM as a strategic resource for organizations, 
and can have a major influence on risk reduction. Massingham [9] proposes and tests 
a Knowledge Risk Management (KRM). This author also discusses the application of 
KM tools and techniques for the organizational KM. Jafari et al. [23] elaborate and 
apply a model for Risk Management of knowledge loss at the projects management. 
Recently, Alhawari et al. [8] presented a structure of a Knowledge-Based Risk 
Management (KBRM) for information technology projects. 

3 Research Method  

It has been planned a Survey type research for obtaining empirical evidences. The 
steps will be carried out according to the sequence established in the works of Forza 
[24] e Bryman e Bell [25].  

The objects of this study are Brazilian incubated and graduated software 
development enterprises. The choice of these enterprises is justified by researches as 
the one by Radas and Bozic [26], where Small and Medium Enterprises are 
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considered as economic growing propellers, as well as of employment generation, 
once, due to such an importance, the developed and developing countries are interest 
to meet ways so these enterprises accomplish innovations. Besides that, incubated 
enterprises present an organizational environment with better conditions for 
knowledge generation [13].  

The population has been defined as of 89% (eighty nine) of Incubated and 
Graduate software Development Enterprises belonging to an Incubators, Technologic 
Parks and Tecnopolis association. The size of the sample, according to Malhotra [27] 
must be defined according to the type of the study to be carried on. The used sample 
was the population itself, chosen for the research, that is, all the 89 software 
development enterprises. This was not a random and intentional sample. For the 
collection of data it has been used a questionnaire validated in the research carried on 
by Neves [28] and made up for 31 (thirsty one) questions on different kinds of scale. 
The data were collected in the period from January till June 2012. There were 
performed eight rounds for sending the enterprises the questionnaire. At the end of the 
eight rounds, the total was 23 (twenty three) answers. The return rate was 26%, 
which, according to Forza [24] is an acceptable one.  

4 Results Obtained and Analyzes  

4.1 Obtained Results 

The internal validation was carried out through Cronbach´s Alpha. It has been 
estimate the value of Cronbach´s Alpha through the Minitab 15® software, being the 
smallest result 0.6682 which, according to Malhotra [27] is regarded as acceptable. 
The external validity was obtained by reliability of the respondents (96% in charge of 
management and had more than two years at the enterprise), which assures validity to 
the obtained data. The respondents average age is 30% (thirty), whereas, considering 
the latter completed course, 57% concluded graduation, 30% specialization and 13% 
Bachelor. The average time of enterprises existence is of 4 (four) years, and the oldest 
is 13.5 (thirteen and a half) years old and it is a graduated enterprise, and the youngest 
is only 8 (eight) months old, and it an incubated enterprise. The enterprises have an 
average of 10 (ten) employees and the average projects time is of 8 (eight) months.  
They have an average annual billing of R$ 70 thousand.  

Based mainly on the approach by Nonaka and Takeuchi [20], there have been 
identified the main techniques that contribute to the enterprises to maximize their 
capacity to generate knowledge. These techniques were associated with the SECI 
model. Fig. 1 presents the results with relation to the KM Techniques in the 
enterprise, in accordance with criteria (0) Never used, (1) Rarely used, (2) Little used, 
(3) Used and (4) Frequently used. It is worth mentioning, as a KM technique "Never 
used" by the enterprises, the Database Skills (43%, n=10) and as "Frequently used" 
the observation, imitation and practice (52%, n=12). Among the most cited we find 
the Telephone/computer network (65%, n=15). 

Table 1 presents the evaluation of KM frequency use techniques (Fig. 1), 
associated to the conversion modes proposed through SECI model [20]. 
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Fig. 1. KM Techniques use frequency 

Table 1. Use of KM techniques frequency according to the conversion mode 

Frequency  Socialization Externalization Combination Internalization 
0 – Never 9% 9% 1% 0% 
1 - Rarely used 9% 17% 13% 0% 
2 - Little used 7% 32% 17% 13% 
3 - Used   39% 19% 40% 65% 
4 - Frequently used 35% 23% 28% 22% 

 
There are two aspects in this table: the "Externalization" conversion mode as 

"Little used" (32%) and the "Internalization" conversion mode as "Used" (65%). Most 
enterprises have an average level of awareness for RM (43%). However, a 
methodological formal use is bigger to RM (48%, n=11) than to KM (39%, n=9).  
As to RM, enterprises employ, in its major part, the Probability versus Impact 
analysis. Table 2 presents the same evaluation considering the separation of the 
enterprises in incubated (65%, n=15) and graduated (35%, n=8). 
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Table 2. Formal RM and KM methodologies use by Incubated and Graduated enterprises 

Frequency Incubated Graduated 
 Yes No Yes No 
RM Formal Methodology 33% 

(n = 5) 
67% 

(n = 10) 
50% 

(n = 4) 
50% 

(n = 4) 
KM Formal Methodology 40% 

(n = 6) 
60% 

(n = 9) 
63% 

(n = 5) 
38% 

(n = 3) 

 
One notices the Graduated enterprises had the highest indexes regarding the use of 

formal methodology for RM (50%, n=4) and for KM (63%, n=5). The results 
highlight the research by Vick et al. [13]. According to the authors, the information 
management and its procedures were identified as being more aware and structured in 
Graduated companies. The obtained data, which were discrete variables, were 
transformed into continuous values, employing the Minitab l5® software and, later 
on, calculated their correlation [27]. The correlated factors are identified in Table 3. 

Table 3. Correlation found in data analyses 

Hypothesis P-Value 
There is a relationship between the enterprise annual billing and its employees 
number 0.000 

There is a relationship between the enterprise annual billing and the existence 
time of the enterprise  

0.049 

There is a relationship between the enterprise annual billing and the project 
average time 

0.455 

There is a relationship between the enterprise annual billing and the existence of 
an RM methodology 

0.234 

There is a relationship between the enterprise annual billing and the existence of 
a KM methodology 0.008 

There is a relationship between the existence of a KM methodology and the 
existence of an RM methodology 

0.002 

There is a relationship between the number of employees and the existence of 
an RM methodology 

0.255 

There is a relationship between the number of employees and the existence of a 
KM methodology 

0.128 

There is a relationship between the project average time and the existence of a 
KM methodology 

0.542 

There is a relationship between the project average time and the existence of an 
RM methodology 

0.104 

There is a relationship between the existing time of an enterprise and the 
existence of an RM methodology 

0.483 

There is a relationship between the existing time of an enterprise and the 
existence of a KM methodology 

0.492 

There is a relationship between the Board of Directors´ awareness level and the 
importance of an RM projects average time 0.039 

There is a relationship between the enterprise annual billing and the Board of 
Directors´ awareness level as to the RM importance. 

0.411 
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Observing the results (Table 3) it turns out that the hypotheses, statistically 
considered validated, with a significance of 5%, are the existence of a relationship 
among: (I) The enterprise annual billing and its number of employees, this 
relationship is directly pro rata, once this number is a key factor for the production 
amount, influencing this way the billing; (II) The annual billing and the enterprise 
existing time are two proportionally values, which makes sense, once a enterprise 
with a longer existence time tends to have a certain know-how, so having a larger 
project number and in a more effective way; III) a methodology existence for KM and 
its association with the billing, it corroborates with the statements by Anantatmula e 
Kanungo [17]. According to the authors, knowledge is recognized as a critical 
weapon to acquire and keep up competitive knowledge in business; IV) Relationship 
between a KM methodology and the existence of an RM methodology, the 
establishment of such a relationship strengthens and quantifies statements by 
Karadsheh et al. [22], where they present the KM processes as a strategic resource for 
organizations, being able to have a great influence on the risk reduction; (V) The 
Board of Directors awareness level as to the importance of the RM and the projects 
average time, the risks incorporation at projects events turns out to be feasibly timed 
for the projects, these times scheduled on a more realist way, considering the threats 
and opportunities or even bigger or smaller projects can be abandoned or encouraged, 
as well like decisions related to resources allocation.  

4.2 Data Analysis through Partial Least Square (PLS) 

The Partial Least Square regression method applies when there are: one or multiple 
dependent variables; highly correlated predictors; more predictors than observations 
[29], [30].  

The calculations for analysis were performed in the Minitab15® software. It has 
been considered as the result the annual billing (Y), once, based on this number, one 
can evaluate the enterprise success in its line, once the goal is to maximize the billing 
of all the enterprises. The predictors variable (X) are: 1) the number of employees; (2) 
the enterprise existing time; (3) project average time; (4) the Board of Directors as to 
the importance of RM; (5) RM methodology; (6) KM methodology; (7) Socialization; 
(8) Externalization; 9) Combination; (10) Internalization. 5 (five) main components 
were selected, and the PLS mode presented explanation rates of 83.44% and P-Value 
of 0.000 (trust intervals of 95%). First, a PLS model was generated, when one 
checked the normalcy of the resulting waste, considered to be normal.  

Fig. 2 presents a chart of the result of a PLS model that used the first 5 (five) main 
components. One used the PLS Std Coefficient Plot, which patterns allow the 
coefficients to be compared.  

Negative coefficients indicate that the factor restrain the getting the results and 
positive coefficients indicate that factor contributes to achieve the result. This way, 
Table 4 presents the results of contributing factors, neutral and the billing restraining 
ones.  
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Fig. 2. PLS for the "Annual billing" result -  deployed to the KM application 

Table 4. Contributing factors to achieve results 

Result: annual billing 10 factors (deployed the KM application) 
Enhancing factors Number of employees (1) 

KM  methodology (6) 
Existing time of enterprise (2) 
Externalization (8) 

Neutral factors Combination (9) 
The Board of Directors awareness level as to the importance 
of RM (4) 
Projects average time (3) 

Restraining factors Internalization  (10) 
RM methodology (5) 
Socialization (7) 

 
As to the obtained results from the analysis of contributing factors for getting 

results, one highlights the existing number of employees at the enterprise (1) and use 
of a methodology for KM (6). Another factor that potentiates is associated to the 
"Externalization" (8) conversion mode, which, according to Nonaka and Takeuchi 
[20] has been neglected at organizations and should be taken into consideration. On 
the other hand, the financial results may be restricting for the use of a RM 
methodology (5). Considering this specified result and its relationship with the billing 
item, this restriction may be due to time issues and possible investment, like human 
resources and materials for the RM deployment. 
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5 Conclusions 

This research aimed to analyze the use of KM techniques to the RM in software 
projects development and the possible influence on the enterprise revenue. It was 
obtained, as factors that contribute to achieving the financial results, the number of 
employees, the KM methodology and the enterprise existing time. It has been 
highlighted the "Externalization" conversion methodology as one of the factors to be 
observed by the enterprise, once it influences on the revenue, as a way of articulation 
of tacit knowledge for explicit ones. Such an articulation would allow the use of this 
knowledge for organization benefit, contributing especially with the help for taking 
decisions related to the risks. This is why it is important the existence of an 
environment that stimulates the knowledge sharing. The KM and methodology use 
techniques are still on an initial stage at the evaluated enterprises. It had been seen the 
many of them use KM techniques in their processes, but they haven´t formalized them 
so far as being KM. This attitude can make enterprises not to have the benefits the 
KM practice can provide, especially related to the help of taking decisions.  

Taking into account that 53% of the respondents still doesn´t prioritize KM, it is 
still necessary to increase the awareness level as to the importance of this process for 
high tech enterprises, allowing the creation a proper environment for improving the 
organizational performance. Here is a reflection on "if and how far" these enterprises 
are performing a transfer strategy of their risks for the funding bodies. As the research 
main contribution it has been highlighted the fact of presenting, in a quantitative way, 
the benefits of the joint use of KM techniques and methodologies for RM, an item not 
very much exploited item in literature. The obtained results may show the software 
developing incubated and graduated enterprises managers the development of politics 
and strategies aiming to maximize the enterprise profits.  

It is suggested, as for future research, to evaluate the efficiency of Incubated and 
Graduated Technological Based enterprises, through the use of Multiobjective 
Programming techniques, like the Goal Programming and Data Envelopment 
Analysis (GPDEA), having as the main variables the methodologies use for KM and 
RM and its relationship with the enterprises efficiency. 
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Abstract. The purpose of this paper is to provide research based understanding 
of leveraging knowledge and managing knowledge within and across several 
communities using the poverty domain as a case study. We hypothesize that 
leveraging knowledge with a good taxonomy and a good integration process are 
good approaches to organize and share knowledge.  Problems appear when a 
group of people in different communities share data and collaborate using 
different perceptions, different concepts, different terms (terminologies), and 
different semantics to represent the same reality. In this paper we present an 
approach to solve this problem. We will generate a common set of terms based 
on the terms of several different storage devices, used by different communities, 
in order to make data retrieval independent of the different perceptions and 
terminologies used by those communities. We use ontologies to represent the 
particular knowledge of each community and discuss the use of mapping and 
integration techniques to find correspondences between the concepts used in 
those ontologies.  

Keywords: Leveraging Knowledge, Knowledge Management, Common 
Ontology, Perception, Terminology, Ontology. 

1 Introduction – Leveraging Knowledge 

Information technology has lead many institutions or communities to imagine a new 
world of leverage knowledge. Internet made it possible for professionals allowing 
them to draw on the latest thinking of their peers no matter where they are located. As 
a result many communities are rethinking how works gets done, linking people to 
electronic media so they can leverage each other’s knowledge. Knowledge is different 
from information and sharing it requires a different set of concepts and tools. Four 
characteristics of knowledge distinguish it from information: [1]–[3] 
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• Knowing is a human act; whereas information is an object that can be filed, stored 
and moved around. 

• Knowledge is created in present moment; whereas information is fully made and 
can sit in storage. To share knowledge we need to think about the current 
situation. 

• Knowledge belongs to communities. 
• Knowledge circulates through communities in many ways. 

 

Leveraging knowledge involves a unique combination of human and information 
systems [3], [4]. Leveraging knowledge also allows us to tap into many innovations to 
access diverse knowledge bases and integrate them to create new competencies with 
multi-dimensional concepts [5], [6]. Ironically to leverage knowledge we need to 
focus on the community that owns it and the people who use it, not the knowledge 
itself. Six implications for leveraging knowledge are: [3] 

• Different communities. Focus on knowledge important to both the business and 
the people. People naturally seek help, share insights and build knowledge in areas 
they care about. 

• Sharing information. The ways to share knowledge should be as multidimensional 
as knowledge itself. Most corporate knowledge sharing efforts revolve around 
tools. 

• Let the community decide what to share and how to share it. Knowledge needs to 
have an “owner” who cares. It is tempting to create organization-wide systems for 
sharing knowledge.   

• Community support structure. Communities are held together by people who care 
about the community. 

• Use the community’s terms for organizing knowledge. 
• Integrate sharing knowledge into the natural work flow. 
 
Knowledge and learning are the only capabilities that can provide sustained 
competitive advantage. 'Knowledge' is the content of learning. 'Learning' is the 
process of gaining new knowledge, so that the firm is constantly accumulating and 
assimilating knowledge and this becomes the basis for creating and improving 
organizational routines [7]. Knowledge is a critical resource that warrants much more 
attention. If we are serious about managing knowledge, then we need to embrace the 
concepts associated with knowledge management [3], [6], [8]. Since knowledge is the 
sense we make of information, then the way information is organized is also a sense 
making device.  A good taxonomy should be intuitive for those who use it.  

To be “intuitive” it needs to tell the story of the key distinctions of the field, 
reflecting the natural way discipline members think about the field [3]. There are 
great temptations to make all systems for organizing knowledge the same, such as 
formatting information – to make it easily transferred, and having the same metadata 
– to make it easy searched, indexed and used in different context. However beyond 
that, the system for organizing information should be the community’s. If a 
community of people sharing knowledge spans several disciplines, then such thing  
of terms and structures should be the common among those communities [3].  
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Having some common ground, among those communities, either within an application 
area or for some high-level general concepts, this could alleviate the problem of 
integrating knowledge [9]–[12]. Based on the presented reasons, we believe that 
ontologies with common terms and common concepts are very important in a 
knowledge sharing process. In this paper we describe an approach of leveraging 
knowledge using a common set of terms derived from several different ontologies. 
This paper is organized as follows: (1) Introduction; (2) Knowledge and Common 
ontology; (3) Implementation of the solution; (4) Conclusions. 

2 Knowledge and Common Ontology 

Figure 1 shows the relation between knowledge and ontologies.  

 

 

 

 

 

 

 

 

 
 

Fig. 1. Managing Knowledge, and Leveraging Knowledge with Ontologies 

At the level  “Reality” we represent the actual state of a particular domain. At this 
level we can find lots of data.  Data are facts in the context of a domain of discourse. 
At the next level, establishing relationships between data, it is possible to derive 
information and expand it beyond the limits of understanding of each person. 
Knowledge is obtained by adding experience, reflection and reasoning to information. 
If different information is discussed by people, it is easy to understand what is inside 
their minds, either by arguments or communication, but what happens if those 
differences exist at the machine level? We need to combine information so that 
machines can "think" and understand the concepts we can find inside human brains. 
To do that, we can use ontologies to represent data and information of the several 
communities. Ontology is some formal description of a domain of discourse. 
However, ontology is not enough to make computers understand what is necessary. 
Scattered ontologies should then be incorporated and integrated into a new ontology, 
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a Common Ontology (See Fig.2). Ontology integration is one way to solve the 
problem of data, information, and semantic  heterogeneity. Semantic heterogeneity on 
naming includes problems with synonyms (same concept with different terms) and 
homonyms (same term with different meanings). Semantic heterogeneity occurs when 
the same reality is modeled by two or more different people or systems [13].  

 

 

 

 

 

 
Fig. 2. Towards a Solution of Different Perceptions 
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(Common Ontology) from other several ontologies in that domain. Every person has 
his/her own knowledge. They can justify everything based on their thoughts, 
perceptions and conceptualizations. Conceptualization is an abstraction of the external 
world inside an individual mind. It can be used to construct one or several concepts 
and also to interpret some reality in a conceptual way [14]. 

3 Implementing the Solution 

Ontology integration is one way to solve the problem of semantic heterogeneity and it 
can be done using several approaches. For example, merging, matching or mapping.  
The integration of ontologies creates a new ontology by reusing other available 
ontologies through assembling [15]–[17], extending [18] , or specializing operations 
[19]. In integration processes the source ontologies and the resultant ontology can 
have different amounts of information [14]. Ontology process integration implies 
several steps. According to Noy [20] there are some specific challenges in the 
ontology integration process: 

• Finding similarities and differences between ontologies in an automatic and semi-
automatic way; 

• Defining mappings between ontologies; 
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to find similarities and differences between ontologies.  The goal of ontology  
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integration is to derive a more general domain ontology (Common Ontology) from 
several other ontologies in the same domain, into a consistent unit. The domain of 
both the integrated and the resulting ontologies is the same. 

3.1 How to Get Common Terms – Common Ontology (CO) 

Groups of people in different communities will probably have a different way of view 
to the same reality. Different view of each set of users is then called user view (UV) 
and can be implemented using an ontology. Common Ontology is expected to 
overcome the differences that exist in the several user views (UVs). CO will contain 
common terms which will then be equated with each term in the UVs.  Common term 
is a common word recognized and used with the same meaning by different 
communities. To get the CO terms we use WordNet1 , Thesaurus2 and Swoogle3 (See 
Table 1). Wordnet is a large lexical database or electronic dictionary for English [21], 
[22]. WordNet implements measure of similarity and relatedness among terms. 
Measures of similarity use information found in an is–a hierarchy of concepts, and 
quantify how much concept A is similar to concept B [23].  Thesaurus is a reference 
work that lists words grouped together according to similarity of meaning. Swoogle is 
the first Web search engine dedicated to online semantic data. Its development was 
partially supported by DARPA and NFS (National Science Foundation).    

Table 1. Equivalences for some terms related to poverty from different applications 

Search 
string 

Synonym 
Wordnet 2.1 (Noun) Thesaurus (Noun) Swoogle (Terms) 

Hospital Infirmary, medical 
institution 

Clinic, emergency room, 
health service, hospice, 
infirmary, rest home. 

Hospital, hospital,  

Clinic Medical institution, 
Session, Medical 
building, health 
facility, healthcare 
facility 

Emergency room, hospice, 
infirmary, nursing home, 
rest home. 

Clinic, Clinical, 
ClinicalTreatment 

 
There are two senses for the term hospital in Wordnet (version 2.1).          

Sense 1. hospital, infirmary -- (a health facility where patients receive treatment) 
=> Medical building, health facility, healthcare facility -- (building where medicine is 
practiced) 

Sense 2. hospital -- (a medical institution where sick or injured people are given 
medical or surgical care) 
=> Medical institution -- (an institution created for the practice of medicine) 

                                                           
1 http://wordnet.princeton.edu/  
2 http://thesaurus.com/  
3 http://swoogle.umbc.edu/  

Swoogle was the first search engine dedicated to online semantic data. Its development was 
partially supported by DARPA and NFS (National Science Foundation).  
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There are three senses for the term clinic in Wordnet (version 2.1). 

Sense 1. clinic -- (a medical establishment run by a group of medical specialists)  
=> Medical institution -- (an institution created for the practice of medicine) 

Sense 2. clinic -- (meeting for diagnosis of problems and instruction or remedial work 
in a particular activity)  
=> Session -- (a meeting for execution of a group's functions) 

Sense 3. clinic -- (a healthcare facility for outpatient care) 
=> Medical building, health facility, healthcare facility -- (building where medicine is 
practiced) 

3.2 Implementation 

Let’s consider the referred case study of poverty and two ontologies or user views both 
representing that domain. By using WordNet, Thesaurus and Swoogle we can find 
synonyms and similarities that were chosen from ontology UV1 and Ontology UV2. 
The next step is to find the number of each synonym with Google and Swoogle. The 
results provided by Google and Swoogle are different due to the number of documents 
that are available in each system. Google provides more documents than Swoogle. 
Currently, Swoogle only indexes some metadata about Semantic Web documents4.  
 

 
Fig. 3. Terms in ontology UV1, UV2 and CO 

                                                           
4 http://swoogle.umbc.edu/index.php?option=com_swoogle_ 
manual&manual=faq  

UV1 UV2 CO 



 Leveraging Knowledge from Different Communities Using Ontologies 73 

Based on data from Swoogle and Google, then we selected the term with highest 
references. We assume that the number of references reflects a widely and commonly 
usage of the term by users. We use a common term as a term in CO. For example: 
term Person is more specific than People (See Fig.3). We use Wordnet,  
Swoogle and Google not only for comparing the number of result to get common 
terms but also to find common ObjectProperties. For example: ObjectProperties 
hasFloorMadeFrom (CO) is more general than hasHouseFloorMadeFrom 
(UV2) and hasLargestFloorAreaMAdeFrom (UV1) (See Fig. 4). Poverty is 
not the focus of our research. We just use that case as a real scenario that allows us to 
demonstrate our approach. We combine different existing terminologies about the 
same reality (poverty in this case) used by different communities in order to get a 
common set of terms that can be transparently used by those communities, while 
maintaining the original terms in the data sources. We use Indonesia as the country 
for the example because in that country there are several communities in charge of 
dealing with poverty data, generating problems due to differences in the criteria used 
to make their surveys, even considering that the semantics of these different criteria 
are the same. For example, let’s consider the two communities, BKKBN5 and 
BPS6,that are responsible for collecting data on poverty. Each community has a 
different system and use different sets of terms to describe the same domain and  
 

 

Fig. 4. ObjectProperties in ontology UV1, UV2 and CO 

                                                           
5 Badan Keluarga Berencana Nasional (BKKBN) or National Population and Family Planning 

Board is a governmental agencies that appointed to conduct a survey of poverty in Indonesia. 
www.bkkbn.go.id 

6 Badan Pusat Statistik (BPS) or Central Berau of Statistic is a non departmental government 
institution directly responsible to the President of Indonesia. www.bps.go.id  

UV1 

UV2 

CO 
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different criteria to classify people as poor or not. To be similar (≅) or not equal (≠) 
depend on several factors, such as the programmer’s interpretation, the needs of the 
system itself, and last but not least the domain/area that we are talking about. 
Currently, both communities are working separately to collect and manage data on 
poverty. Each community sends data to the government based on its perception. 

3.3 Testing Queries 

SPARQL7 is a query for Resource Description Framework (RDF)8. SPARQL can be 
used to express queries across diverse data sources whether the data is stored natively 
as RDF or viewed as RDF via middleware. SPARQL contains capabilities for 
querying and also supports extensible values for testing and constraining queries [24]. 
SPARQL commands from our work shows below. 
 
Prefix :<http://www.semanticweb.org/CO.owl#> 
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 
PREFIX owl: <http://www.w3.org/2002/07/owl#> 
PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>  
SELECT ?People ?Food ?Floor ?Location 
WHERE { ?People :hasWeeklyMenu?Food. ?People :hasFloorMaterial?Floor. 
?People :islivinginvillage?Location. 
?Food :FoodName ?value1. ?Floor :Material ?value2. ?Location 
:VillageName ?value3. 
FILTER (?value1 ='Vegetable' && ?value2 ='Soil'  && ?value3 
='Widodomartani') 
} 
Prefix : <http://www.semanticweb.org/UV1.owl#> 
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 
PREFIX owl: <http://www.w3.org/2002/07/owl#> 
PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 
SELECT ?Person ?Food ?Job ?Floor ?Area 
WHERE {?Person :RarelyEat ?Food. ?Person :hasJobPositionAs ?Job. ?Person 
:hasHouseFloorMadeFrom ?Floor. ?Person :isLivinginVillage ?Area. 
?Food :FoodName ?value1. ?Job :JobName ?value2. ?Floor :TypeOfFloor 
?value3. ?Area :hasName ?value4. 
FILTER (?value1 ='Chicken' && ?value2 ='Farmer' && ?value3 ='Soil' && 
?value4 ='Widodomartani') 
} 

 

ObjectProperties hasHouseFloorMadeFrom in UV1 is equivalent to Object-

Properties hasFloorMaterial in CO. ObjectProperties hasFloorMaterial is 

more common than ObjectProperties has HouseFloorMadeFrom. In this work, we 
found the same result these queries (See Fig.5).Our future work will include  
 

 

                                                           
7 http://www.w3.org/TR/rdf-sparql-query/  
8 RDF is a standard model for data interchange on the web. http://www.w3.org/RDF/  
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Fig. 5. The same result between ontology UV1 and CO 

functionalities that will allow users ask queries using JSP9 (Java Server Pages) and 
JENA10 ontology API against OWL/RDF files. Through the ontology API, JENA 
provides a consistent programming interface for ontology applications. 

4 Conclusions 

In this research we try to leveraging knowledge by using an ontology integration as a 
process to create a new ontology (Common Ontology). Using this approach it is 
possible to share different conceptualizations, different terminologies, and different 
meanings between different systems. We believe that ontology integration is one of 
the best approaches to solve the problem of data and semantic heterogeneity.  
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Abstract. Wikipedia is the largest online encyclopedia known to date. Its rich 
content and semi-structured nature has made it into a very valuable research 
tool used for classification, information extraction, and semantic annotation, 
among others. Many applications can benefit from the presence of a topic hie-
rarchy in Wikipedia. However, what Wikipedia currently offers is a category 
graph built through hierarchical category links the semantics of which are un-
defined. Because of this lack of semantics, a sub-category in Wikipedia does 
not necessarily comply with the concept of a sub-category in a hierarchy. In-
stead, all it signifies is that there is some sort of relationship between the parent 
category and its sub-category. As a result, traversing the category links of any 
given category can often result in surprising results. For example, following the 
category of “Computing” down its sub-category links, the totally unrelated cat-
egory of “Theology” appears. In this paper, we introduce a novel algorithm that 
through measuring the semantic relatedness between any given Wikipedia cate-
gory and nodes in its sub-graph is capable of extracting a category hierarchy 
containing only nodes that are relevant to the parent category. The algorithm 
has been evaluated by comparing its output with a gold standard data set.  
The experimental setup and results are presented. 

Keywords: Wikipedia, Semantic relatedness, Semantic similarity, Graph  
analysis, Category hierarchy, Hierarchy extraction. 

1 Introduction 

Wikipedia is an online encyclopedia that has more than 23,000,000 articles in which, 
more than 4 Millions articles are in English covering a wide variety of topics. Articles 
are maintained by more than 100,000 active volunteer contributors. As Wikipedia is 
written collaboratively by anonymous volunteers, anyone can write and change Wiki-
pedia articles.  It is assumed that contributors will follow a set of policies and guide-
lines developed by the Wikipedia community. However, there is nothing in place to 
enforce editing policies before or during contributing1 which means that breaches to 
Wikipedia’s policies and guidelines are being conducted by its community, greatly 
affecting its quality. 

                                                           
1 http://en.wikipedia.org/wiki/Wikipedia 
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Just like articles, Wikipedia’s categories are socially annotated. When creating new 
categories and relating them to previously created ones, there is no strict enforcement 
of which higher-level categories a child sub-category can belong to; thus, Wikipedia’s 
category structure is not a tree, but a graph in which links between nodes, have loose-
ly defined semantics. 

Consequently a sub-category in Wikipedia does not necessarily comply with the 
concept of a sub-category in a hierarchy. A category label in Wikipedia is simply 
intended as a way for users to navigate among articles, and only signifies that there is 
some sort of a relationship between the parent category and its sub-category that is 
not necessarily of the type “is-a” which is expected in a hierarchical Knowledge Or-
ganization System. This problem causes irregularity in semantics between categories 
that is amplified in deeper levels. For example, following the category of “Compu-
ting” down its sub-category links, the totally unrelated category of “Theology”  
appears. Also, the graph nature of the Wikipedia category structure means that fol-
lowing the sub-category links of any given category, can eventually lead back to the 
same category. Detecting and eliminating cycles is a minor issue. Detecting sub-
categories that should be considered as belonging to any given category is the main 
challenge addressed by this work. To address this challenge, an approach for measur-
ing lexical semantic relatedness between Wikipedia’s categories and nodes in their 
sub-graphs and using this as an indicator for relatedness, was developed. 

In this paper, we introduce this new approach for deriving semantically related cat-
egory hierarchies from Wikipedia category graphs and extracting a category hierarchy 
containing only sub-categories that are relevant to the parent category. 

The rest of the paper is organized as follows; firstly, related work is presented in 
section (2), the proposed approach is described in section (3), the procedure followed 
for evaluating our approach and the experimental results are presented in section (4). 
Analysis of the results is discussed in section (5). And finally section (6) concludes 
this paper.  

2 Related Work 

Since its inception, Wikipedia has undergone tremendous growth, and today it is the 
largest online encyclopedia known to date. Wikipedia has been widely used as a huge 
resource of concepts and relationships for text mining tasks; like classification, infor-
mation extraction, and computing semantic relatedness of natural language texts, 
among others. Most research works that make use of Wikipedia have used Wikipe-
dia’s concepts and relationships as is, except for some preprocessing and slight mod-
ifications. No previous research (as far as the authors are aware) addressed semantic 
irregularity between categories in Wikipedia’s categorization system. 

Wikipedia’s categories’ growth has previously been analyzed in [1], where an al-
gorithm that semantically maps articles by calculating an aggregate topic distribution 
through  the articles’ category links to the 11 top Wikipedia categories (manually 
selected). Semantic relatedness for category nodes is then calculated through link 
distance metrics, such as the length of the shortest path between two nodes. 
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The evolution of Wikipedia’s category structure over time has been studied in [2]. 
Results of this research have shown that the Wikipedia category structure is relatively 
stable for a bottom-up evolved system. However, the work did not address the accura-
cy of the category structure.  

Wikipedia has been used for measuring lexical semantic relatedness between 
words or text passages. Explicit Semantic Relatedness (ESA) [3] has been shown as a 
successful measure for semantic relatedness. It treats each Wikipedia article as a  
dimension in a vector space. Texts are then compared by projecting them into the 
Wikipedia articles’ space, then measuring the similarity between vectors using con-
ventional metrics like cosine similarity. Because this work relies mostly on individual 
articles, the category structure of Wikipedia was not an issue.  

Wikipedia has been used to compute semantic relatedness by taking the categoriza-
tion system of Wikipedia as a semantic network [4]. 

Wikipedia Link-based Measure [5] also measures the semantic similarity of two 
Wikipedia pages by comparing their incoming and outgoing links. The score is de-
termined using several weighting strategies applied to the overlap score of the ar-
ticles’ links. 

In this paper, we propose an approach for deriving semantically related category 
hierarchies from Wikipedia category graphs. Our approach is somehow similar to 
ESA, except the fact that we are measuring semantic relatedness between categories 
instead of articles or words. Also, we use a key-phrase extraction for dimensionality 
reduction. 

3 Methodology 

Detecting semantically related categories based on measuring lexical semantic rela-
tedness between them requires an efficient representation for each category. A TF-
IDF scheme [6] has been used to assign weights to the feature vectors representing 
Wikipedia categories. In the following subsections, we start with the pre-processing 
step; in which we discuss the data sources with their components and the pre-
processing steps conducted before these data are used, and then we discuss the steps 
of generating the feature vectors of Wikipedia categories. 

3.1 Pre-processing 

Wikipedia’s backups are created regularly by the Wikimedia Foundation2. These 
dumps are publicly available. We have used Wikipedia’s XML dump release 02-05-
2012, which contains all Wikipedia article pages. The size of the uncompressed dump 
is around 38 GB. 

Pages in this xml dump are represented by multiple tags.  From those our system 
uses the page’s unique ID, page’s title, page’s time stamp, and page’s text. 

                                                           
2 www.wikimedia.org 
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In order to handle this large XML dump file, apache Solr [7] has been used to in-
dex it through its Data Import Handler, which also facilitated the searching processes 
required by our followed approach.  

We also acquired some relevant SQL files from the same source in order to allow 
us to re-construct the categorization graph of Wikipedia. One of these files is the en-
wiki-20120502-category.sql.gz which is an SQL file containing metadata for each 
category in Wikipedia; its category ID (differs from the page ID), its title, and the 
number of its pages and subcategories. The other is 20120502-categorylinks.sql.gz 
which is an SQL file has been acquired, and used for building Wikipedia’s categoriza-
tion graph. The SQL file contains the page IDs of any page defined as a category 
member, the page title of the category's description page, the time stamp of the ap-
proximate addition time of the link, the category link type that determines whether the 
page ID is a page, a sub-category or a file, along with some other attributes for sorting 
and for defining the collation of the category links. 

Pages in Wikipedia are not only articles; categories are special pages that are used 
to group articles together, and their titles start with the namespace “Category:”. Also, 
there are administrative pages with different namespaces that are not used to share 
encyclopedic information, but rather to preserve policies created and implemented  
 

 

 

Fig. 1. A sub-graph in Wikipedia showing the category “Main topic classifications” and some 
of its super-categories and sub-categories 

 
 


