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Preface

This book is based on the expanded lecture notes formed during the statistics
course for the employees of the company “Altus Assets Activities”, which
was organized by the Center of Fundamental Research. The main aim of
the lectures was to give a quick and simple introduction to the stochastic
differential equations, at the same time keeping the argumentation conclusive.

Stochastic processes appear in different financial, biological and physical
systems. The corresponding mathematical approach, even though it deals
with highly non-trivial entities, is quite simple. We believe that, for the
practical applications, the informal understanding of the practical methods
is more important on the initial stage than their strict axiomatic justification.
Unlike most common methodology we will only occasionally use stochastic
integration. This will simplify the reasoning significantly, and we will be able
to proceed to the practical applications directly.

The recommended way of studying the material by chapters can be pre-
sented with a following diagram:

O—D— DD DO D—O—®

The first six chapters form the core of the book and cover the basics of the
stochastic math. The seventh and eighth chapters (as well as their individual
sections) are dedicated to the applications and can be read in any order. In
the ninth chapter the numerical computer modeling of stochastic processes
is considered and it would help if the reader has basic knowledge of some
programming language.

Throughout the text small problems are scattered; they are denoted with
the character (< H;), where 7 is the number of the solution in the Appendix
“Help”. There are also links, marked by (< C;), which should be followed only
in case some questions arise while reading; the answer could be found in the
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Appendix “Endnotes’ with the number 7. The asterisk” marks the sections
that can be skipped on the first reading.

In addition to the appendixes “ Help” and “ Endnotes’ the book contains
“Mathematical appendiz” and “Stochastic manual’. The first one collects the
actively used definitions and formulas of probability theory, mathematical
and tensor analysis; the second one presents various formulas of stochastic
math.

The “Stochastic manual’ may also be useful for the Reader who is already
familiar with stochastic differential equations. However, it is strongly recom-
mended to first read the page @0 and look through the sections §2.8 p.B3]
and §0.11 p.[T09



Contents

1 Random Events . . . . . . . . @ i i i i i i v i vt i,

1.1
1.2
1.3
14
1.5
1.6
1.7
1.8
1.9

Stochastic World . . . . . . .. .. ... ... ... ......
Random Variables . . . . ... ... ... ... ........
Conditional and Joint Probability . . . . . . . ... ... ...
Dependency and Independency . . . . . ... ... ... ...
The Characteristic Function . . . . . . . . ... ... ... ..
Multidimensional Gaussian Distribution . . . . .. ... ...
Additive Random Walk Model . . . .. ... ... ......
Random Processes . . . . . . . .. ... ... ... ... ...
Martingales and Free Cheese . . . . . . ... ... ... ...

2 Stochastic Equations . . . . .. ... ... ... 000000

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9

The Ito Equation . . . . . . .. ... ... .. ... ... ...
Halt before Climbing . . . . . .. ... ... ... ... ....
The Ito Lemma . . . . . ... .. ...

Logarithmic Random Walk . . . . ... ... .. ... ....
The Ornstein-Uhlenbeck Process . . . . . .. ... ... ...
Even More Solutions . . . . . ... ... ... .. oL
Expression of Solutions . . . . . .. ... ... ... L.
Autocorrelation and Spectrum . . . .. ..o L. L

2.10 The Wiener Generating Process . . . . . . ... ... .. ...

3 Mean Values . . . . . . . . i i i i i it e e e e e e e e e e e

3.1
3.2
3.3
3.4
3.5
3.6
3.7

Dynamical Equation for Mean Quantities . . .. .. ... ..
Stationary Fokker-Planck Equation . . . . . . ... ... ...
The Feller Process . . . . . ... ... ... ... .......
Functional Form for the Feller Process . . . . . .. ... ...
The Logistic Equation . . . . ... ... ... .........
Expansion of Means by Powersof ¢ . . . . .. ... ... ... 80
Quasideterministic Approximation . . . . ... .. ... ... k4

il
(1
5
[d
13
[14
21
3
d
32
RYi
34
[l
43
Exact Solutions . . . . . . . .. ... .. ... @
44
lad
51
53
5
l6d
l65
l63
l63
[zd
[z2
[zd



VIII Contents

4 Probabilities . . . v v v vt e e 8Y
4.1 Markov Probability Densities . . . .. .. ... ... .. ... R4
4.2 Kolmogorov Equation . . ... ... ... ... ........ o1l
4.3 Fokker-Planck Equation . . . . . ... .. ... ... .. ... o3
4.4 Solution of Fokker-Planck Equation. . . . . .. .. ... ... @
4.5 Boundary Conditions . . . . . . .. ... ... ... ...... @
4.6 Probability of Reaching the Boundary . . . . ... ... ... [101l
4.7 Expanding Probability into Basis . . . . . . .. .. ... ... @
4.8 Equation for z(t,e) . . . . . ..o [107

5 StochasticIntegrals. . .. ... ... ... ... ... ... [109
5.1 Area under Wiener Trajectory . . ... .. ... ... .... [10d
52 TtolIntegrals . . . . . . ... ... .. . [114
5.3 Square Functional . . . ... ... ... ... .. ....... m
5.4 Integration of Stochastic Equations . . . . . . ... ... ... m
5.5 Uniqueness of Solutions . . . . ... .. ... ......... [121
5.6 Method of Successive Approximations . . . . ... ... ... @

6 Systems of Equations. . . . ... ... ..., ..., [135
6.1 Correlated Random Walks . . . . . .. ... .. ... ..... @
6.2 Systems of Stochastic Equations . . . . ... ... ... ... [139
6.3 Stochastic Oscillator . . . . . . .. ... .. ... ... .... [143
6.4 Linear Multidimensional Models . . . . . ... .. ... ... @
6.5 Help from Extra Dimensions . . ... ... .......... [151
6.6 Some Exact Solutions . . . . ... ... .. .. ... ..... E
6.7 How to Solve Stochastic Problems? . . . . . .. ... .. ... [15d

7 Stochastic Nature . . . . . . . . . . . .. @
7.1 The Theory of Brownian Motion . . . . ... ... ... ... [164
7.2 Stochastic Oscillator . . . . . . . . . . ... ... ... .... [167
7.3 The Earth Axis Wobble . . . ... ... ............ [171
7.4 Electric Flicker . . . . . . . . ... ... .. ... ... ... E
7.5 Predators and The Prey . . . . .. ... ... ... .. .... [17d

8 Stochastic Society . . . . . . ... . . o 000000, 183
8.1 Financial Markets . . . . . . . .. .. ... .. ... ... .. @
8.2 Empirical Laws . . . . .. ... o [187
8.3 Diversification . . . . . . . . . ... @
8.4 Life-Long Portfolio . . . . .. ... ... ... ... ..... [104
85 Options . . . . . . .. [1od
8.6 Black-Scholes Formula . . . . . . ... ... ... ....... 203
87 The Yield Curve . . .. ... ... .. .. ... .. ...... @

9 Computer Modeling . ... ... ... ... ... ..., 211
9.1 Elementsof C++ . . . . . . . ... .. .. ... ..., m
9.2 Statistics . . . . . ... @

9.3 Random Numbers . . .. ... .. ... ... ... ...... @



Contents

9.4 Modeling of Stochastic Processes . . . . ... ... ... ...
9.5 Calculation Errors and Convergence Acceleration . . . . . . .
9.6 Calculating the Mean Values . . ... ... ... .......

M: Mathematical Appendix . ... ... .............
I Probability Theory . . . . . . . .. ... ... ... ... ...
I Vector Analysis . . . . . . .. .. .. ... ... .....
III Tensor and Matrix Algebra . . . . .. ... .. ... .....
IV Determinants and Eigenvalues . . . . . . ... ... ... ...
V  Useful Integrals . . . . ... ... ... ... ... ...
VI Integrals and Fourier Series . . . . . ... ... ... .....
VII Method of Characteristics . . . . . .. ... ... ... ....
VIII Extremum and Lagrange Multipliers . . . . . ... .. .. ..
IX Variation of the Functional . . . . ... . ... ... ... ..

R: Stochastic Manual . ... ....................
I Main Equations of Theory . . . . . . . ... ... ... ....
IT  The Wiener Process . . . . .. .. .. ... ... ......
III Equations with Drift Linear by x, n =1 . . . . .. ... ...
IV Equations with Drift Non-linear by z, n=1. . ... ... ..
V  Systems of Equations with the Same Noise. . . . . . . . . ..
VI Systems of Differential Equations . . . . . . .. ... ... ..
VII Stochastic Ito Integrals. . . . . .. ... ... ... .. ....
VIII Scalar Random Values . . . . . .. .. ... .. ........
IX Some Useful Equations . . . . . . . ... ... ... .. ....



Chapter 1
Random Events

Absolutely deterministic events and processes do not exist. The Universe
speaks to us in the language of probability theory. We assume that the
Reader is familiar with the basics of probability, therefore, only those terms
and concepts that are necessary for the understanding of further material are
introduced.

The first section is introductory; it is concluded with the necessity of using
stochastic differential equations when studying various systems. After that
the concept of probability density is discussed, which allows to compute the
mean values of observable variables. The Gaussian probability distribution
lies in the basis of noise, which influences the deterministic dynamics. Both
stochastic dependencies and independencies between random variables are
important when searching for the relation between different objects and their
characteristics. “The Model of Additive Random Walk” is the key section of
the chapter. The generalization of this simple model leads to the stochastic
differential equations in the next chapter. The last section “ Martingales and
the Free Cheese” includes a number of formal definitions that can be skipped
if necessary. Before reading the chapter it would be useful to look through the
elements of the probability theory in the Mathematical Appendix on p.239

1.1 Stochastic World

e Thanks to the works of Newton and Leibnitz the scientists have differential
equations at their disposal. If some values vary with time, there is the set of
equations which describes this dynamics.

A situation when the quantity change is proportional to the quantity itself
is commonly encountered. This is the simplest example:

dx
Pl => z(t) = xg ™. (1.1)

The function x(t) > 0 can describe the quantity of rabbits for which the rate
of reproduction increases along with the increase in their present quantity.

S.S. Stepanov, Stochastic World, Mathematical Engineering, 1
DOI: 10.1007/978-3-319-00071-8 1, (© Springer International Publishing Switzerland 2013



2 1 Random Events

Another example can be taken from the economics. The dynamics of means
of production growth increases along with their accumulated quantity. The
increase of population according to Malthus can also serve as an example.
If @ > 0, this equation is called a growth equation, otherwise it is called a
decay equation. There is an arbitrary constant xg in the solution. In order
to determine it, it is necessary to set the initial quantity of the rabbits: for
example, zo = z(0) > 0 at time ¢y = 0.

The exponential function grows very quickly. If rabbits were to reproduce
according to this equation all the time, the Earth would have soon become
completely white and fluffy. In reality they are not only reproducing but
also dying. The relative change of the population size dx/x = Adt can be
a function of x in the general case. Let’s expand it in the series A(z) =
a — B x + ... up to the order of linear dependency. The second term has the
meaning of relative deceleration of rabbit population due to natural resource
depletion (the lack of grass). The process is getting even more intensive along
with the population size growth. As a result the more realistic equation leads
to the logistic function, which reaches the stationary value o/ at a certain
moment in time (when a > 0):

dx
dt

«
B—(8—alzy)e ot

The solution to the equation (L2)) can be obtained (< Hy) after the substitu-
tion z(t) = 1/y(t). Asymptotically (t — 00), the equilibrium value zo, = o/
can be easily found from the equation, where dr/dt =0 (< (). It is worth
mentioning that (2] can also be applied to the primates who consider them-
selves sapient and live on the planet with limited resources. However, the
logistic equation itself has the flavor of cannibalism (< Cpgj).

= az — Ba? => x(t) = (1.2)

e Differential equations were first used in classical mechanics. The force
F(z) applied to a particle changes its momentum p = ma:

{p—Fm (1.3)

T =p/m,

where a dot over a variable denotes the time derivative & = dx/dt and m is
the particle mass. For example, in case the force is linear F'(z) = —kz, the
coordinate exhibits oscillatory behaviour z(t) = xg cos(wt)+ (po/wm) sin(wt)
with the frequency w = \/ k/m (< Hg). As there are two equations, the solu-
tion contains two constants, and it is necessary to set two initial conditions
for the coordinate zo = x(0) and the momentum py = p(0).

Most economical, biological and physical systems can be described by the
system of differential equations:

dx = a(x,t) dt, (1.4)

where x(t) = {z1(t), ...,z (t)} is a vector of variables that describe the state
of the system. The vector function a(x,t) determines its dynamics.
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Any differential equations that contain second and higher derivatives can
be reduced to the system (4] by introducing new dynamical variables. Dif-
ferential equations of motion in Hamiltonian form (I3]) can be a good example
of this statement.

Equation (I4]) describes the change of vector x(t) during the infinitesimal
time period dt. This representation gives a simple algorithm of numerical
integration of the equations (L)) in the situation when the analytical solution
cannot be obtained. For this purpose the infinitesimal changes are replaced
with small but finite ones Ax = xg11 — X, At = tg11 — tx. As a result,
Eq. (4) corresponds to the discrete iteration scheme:

Xk+1 = Xi + a(xk, tk) At. (15)

Given the initial vector xg we can obtain its new value x; after the time period
At. Then x; substitutes xg and we get x3. By repeating this procedure it
is possible to obtain the sequence of vector values x(t) in discrete points in
time tg, t1 = to + At, to = tg + 2At, etc. The smaller the time period At
is, the closer the numerical values of the scheme (5 approach the “true”
solution of equation (L4]).

If the vector function a(x, t) is smooth, the solution of the system of equa-
tions is also a set of smooth functions. Here we use the term “smoothness”
quite informally. It means that such functions are differentiable on the whole
domain of their arguments.

e Differential equations are ubiquitous in natural sciences. The progress
of science within the last three centuries is amazing. However, the thorough
comparison of theoretical results with experimental data shows that ordinary
differential equations are only part of the truth.

In most situations the studied systems are subjected to unpredictable ex-
ternal influences which make their dynamics less smooth. The stone which
flies along a parabola complies with the mathematical curve as a rough ap-
proximation only. Its inevitable contact with the air results in certain fluctu-
ations around this trajectory. Even bigger irregularity can be found when we
consider small objects like Brownian pollen which are exposed to the irregular
molecular strokes. They follow the broken-line trajectory. The complexity of
this trajectory x(t) is so great that its time derivative does not exist.

The importance of stochastic processes increases along with the struc-
tural complexity of natural and social systems. Rabbits multiply according
to the logistic equation as a rough approximation only. The fluctuations
of the population size caused by the internal and external random factors,
which are not considered in the simple model ([Z), are significant indeed.
Correspondingly, the economic growth has an exponential form only as first
approximation. In reality the function xge® is significantly distorted by eco-
nomic ups and downs that have stochastic nature and are difficult to predict.
Thus, randomness is dominant in the financial world. It determines the inner
character of markets. Therefore stochastics is not a negligible correction but
the main approximation to the reality like that for the Brownian movement.
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Thus, our world is not deterministic. Its real nature is stochastic:

The ordinary differential equations are only a rough approximation of
the reality. The stochastic equations provide more adequate research
instrument (< ().

The corresponding mathematical formalism will be described further in these
lectures. It allows combining two completely different entities: deterministic
smooth dynamics and uneven broken-line random processes.

In case “the noise component” of a stochastic differential equation is small,
its solution will be smooth enough. The gradual increase of noise part makes
the contribution of stochastic dynamics dominating.

As for the external noise that breaks the smooth dynamics, we assume
that the following stochastic equation is satisfied:

dx = a(x,t) dt + Noise(x, t, dt). (1.6)

It describes both the deterministic (the first term) and the random (the sec-
ond one) change of system state variables x. As dx is considered to be small,
the noise will decrease along with the time period dt. Our discussion will be
devoted to the introduction of noise with certain properties Noise(x, ¢, dt)
into differential equations.

The noise can change in time (see the dependency on t) and may also
depend on the value of dynamic variables x. The explicit functional depen-
dency on x and ¢ is specific to the given problem, and its determination often
requires some complicated empirical research.

Let us consider the random function x(t) which is a solution to the stochas-
tic equation. Usually it would be very different from the “well-behaved” func-
tions of mathematical analysis. In we look at a strongly irregular ordinary
function under “magnifying glass”, we can see that it turns out to be smooth
at small scale. A stochastic, random function would stay broken at any scale:

x(1) x(1)

M\ M\

t t

Despite the fact that the random function x(¢) is assumed to be continuous,
as a rule it is non-differentiable. Indeed, since the derivative is defined as
[x(t + At) — x(¢)]/At as At tends to zero, in case of stochastic functions no
matter how small the time period is, the direction of the function change can
have an unpredictable sign due to random factors. Therefore no convergence
to the definite limit can be obtained. Other facts from mathematical analysis
have to be reconsidered for such dx as well.
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The methods of solving the equations like (L6 are of great importance.
In cases when the exact solution cannot be found, we can use the numerical
modeling or approximate analytical methods. There is no need to remind that
any mathematical tool is developed to get more powerful means of studying
the surrounding world. So it is necessary to see the real random process in
finance, physics or biology behind each equation or its solution.

1.2 Random Variables

e Consider a random variable with its observed values which give us the set
of numbers x1,z2,... These can be the quotes of daily stock prices or the
coordinates of a Brownian particle. The numbers x1, x2, ... can be consid-
ered as possible realizations of the random wvariable x. In the first stage of
investigation the ordering of numbers z; doesn’t matter. For example, this
sequence can be randomly shuffled.

Assume that x; occurs n; times and the total quantity of numbers is equal
to n. The following expression is called the mean value of random variable z:

o0

z=(x)y= Tlleznl = szpz = / x P(z)dx, (1.7)

— 00

where p; = n;/n are the relative frequencies (or probabilities) of x; occurrence.
If all z; are different, the sample mean is equal to their sum divided by n.
The more probable x; is, the bigger contribution to the mean it gives due to
its more frequent occurrence.

The majority of financial or physical quantities are continuous. For the
infinite number of observations the sum is replaced by the integral. Probability
density function (pdf) is such a function P(x) which, when multiplied by the
interval dx, gives the probability p; that corresponds to the event that the
value z falls into the segment from z to x + dx.

The probability of finding the value z at some point on a interval [—oco..00]
is equal to the area under the curve P(z). As this is a certain event, it has
a unit probability:

P(x)dx = pi

P(x) > =_4 Pa)dr=1.  (18)

X x+dx

This equation is called a normalization condition.
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Sometimes the random variable has “forbidden” values. For example, the
price or the number of rabbits are always positive. In this case the probability
of finding « in the range x < 0 is equal to zero. When calculating the mean we
will often integrate from negative to positive infinity. Therefore probability
density function must be equal to zero in the “forbidden” intervals of the
random variable.

e If the probability density function is known, it is possible to find the
mean of an arbitrary deterministic function F(z) of random variable x:

Going forward in this book we will be denoting the procedure of averaging
by two equivalent notations — braces or overline. The notation EF(z) is also
common in mathematical and financial literature.

Since the mean is a sum (or an integral), the mean of the sum of two
functions is equal to the sum of their means. In addition, it is possible to
move a multiplicative constant out of the mean sign:

(af(2)) = (f(z)), (f(2) + g(x)) = (f(2)) + (g(2)) -

But that’s all! In general, non-linear functions cannot be moved out of the
mean sign: (z%) # (z)?.

e Volatility o is another important characteristics of a random variable:

In “non-financial” applications volatility o is usually called a standard devi-
ation. Its square is a variance: 0? = Var(z). Being a constant, the mean Z
can be moved out of the mean sign, therefore,

o’ ={((z—2)°) =(2* — 222+ 7°) = (2*) — 22 (z) + T° = (2*) — (z)? .

If the probability density function of a continuous random variable has a
single symmetric peak, then its mean is a good characteristics of “the most
typical” value of x. Volatility is the typical deviation of  from its mean. The
smaller is o, the narrower is the probability density function P(z). As o — 0,
the random variable is becoming almost completely deterministic with the
value z = 7.
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It is possible to define the higher moments by analogy with variance. Thus,
the dimensionless expressions

asym = {(z — 2)*) Jo?, excess = {(z — 2)*) Jo* — 3 (1.9)

are called skewness (asymmetry) and kurtosis (excess). Skewness is the char-
acteristics of the “asymmetry” of probability density. It is equal to zero for
a symmetric function P(z). When kurtosis takes a big positive value, P(x)
decreases slower while moving away from the mean than when it is negative.

o Gaussian probability density, or the normal distribution, occurs very of-
ten. Bellow, we denote the corresponding random variable by . We will
not distinguish the notation for the random variable ¢ and the variable in its
probability density. It looks as follows for the normal distribution:

0.40

P(e)

0.24 1.2
' (1.10)

The mean of ¢ is equal to zero (¢) = 0; the mean of its square is equal to
a unit correspondingly: <52> = 1. Therefore, the variance is also a unit:
02 = 1. Further, let us introduce the following notation: e ~ N(0,1). If we
consider the random variable x = pu + o ¢, it will have mean g and volatility
o, thus z ~ N(u,0°). (< (g

It is useful to know the form of the moment-generating function for Gaus-
sian quantities, which is defined as the mean of the exponential function [see

(), p.253):

(e%€) = /eo‘sP(e)de = /2, (1.11)

Series expansion by parameter « of the left and right sides of (L.TT]) makes it
possible to easily find the means of arbitrary powers (¢") (< Hg).

Particularly, <E4> is equal to 3 and so excess = 0. Substraction of 3 from
the dimensionless fourth moment in the definition of kurtosis (C9) is related
to our desire to compare everything to the normal distribution. If excess > 0,
then the distribution is likely to have “fat tails”, i.e. it lies above the normal
distribution line (for x — 4o00). If kurtosis is negative, the situation is
opposite and the distribution tails lie below the normal plot.
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The integral distribution:

z 2
e~ ¢ /2

Jon de  (1.12)

X

is the probability of the following event: the random variable is equal to or
less than z.

e If probability density function P(x) of x is known, then it is possible to
find the probability density of another random variable y that is related to
x according to a certain functional dependency y = f(z). For this purpose
the mean of an arbitrary function F(y) is calculated. This can be done by
averaging with the known probability density function P(z):

oo o

(F(y)) = / F(y) P(y) dy = / F(f(2)) Pe)de.  (113)

—00 — 00

As P(y) is not known, let us integrate with P(z) and substitute y = f(z)
into F(...). It is possible to convert the second integral into the first one with
the reverse substitution. The multiplier at F'(y) in the integrand appears to
be the required probability density function P(y) for y.

Counsider the random variable r = u + 0 ¢ as an example. Let it have the
normal distribution with the mean p and the volatility o. Let us find the

distribution for z = xge”, where zq is constant:

o0 o0
de 2 2 dx
Pl = [ Fpentos) =22 4 _ / F(x) e~ n(/z0)=l /20 ,
(F@)) / (xoe ) ¢ V2m (@) ¢ zo\/2m
—0c0 0

The first integral gives the expression for the mean with the normal distribu-
tion. The following substitution is made there: z = zg e#17¢, dx = oxde. As
a result, for z > 0 we get:

1 n(z/z0) — p)?
Pr(x) = vo/2m exp _ (I /Q;g 2 . (1.14)

The probability Py (z) is called lognormal distribution. As an exercise, one
can calculate the mean (z) using P () or Gaussian density P(e) (< Hygp.
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e When using the random variables in the expressions like x = u + o¢, we
don’t perform arithmetic operations with specific numbers. Instead a poten-
tial calculations are demonstrated: “if € appears to be equal to some values,
then z ...” Sometimes a distinction is made in notation when calculating the
mean between a random variable denoted with the capital letter X and an
integration variable which is denoted with the small letter x. We are not
going to do it here.

1.3 Conditional and Joint Probability

e Consider two random variables x and y and the pairs of their observed values
{z1,y1}, {x2,y2}, and so on, that occur with a certain frequency. We can
now define the joint probability density P(x,y) of the event that the quantities
take certain values in the neighborhood of x and y. Joint probability allows
us to calculate the mean of an arbitrary two-variable function:

o0

(P, y)) = / Fla,y) P(x,y) dz dy. (1.15)

— 00

If we are not interested in y value, P(z,y) can be integrated over all possible
realizations of this quantity. As a result, we receive the probability density
only for z:

/ P(z,y)dy = P(x). (1.16)

If after that we integrate the left and the right sides by x we get a unit. For
this reason a condition of normalization has the form of a double integral. It
can be obtained from (1) if F(z,y) is set to 1, as (1) = 1.

Simultaneous studying of « and y doesn’t necessarily mean their obligatory
coincidence in time. For example, in finance z may be the daily price change
of a European stock index and y is the corresponding change of an American
stock index which is traded after the European one. There is the causal
relation between them separated in time. On the other hand the daily price
change of two stocks x and y happens simultaneously and depends on external
synchronizing factors (news, macroeconomics).

As one can see in the following section the joint probability density P(x,y)
is extremely important if there is a certain dependency between two random
variables. This relation can be expressed as a function y = f(z). Then,
in case a certain value is realized for x, the quantity y will be fully pre-
determined. However, the following case is more frequent: y = f(z,§),
where £ is another “non-observable” random variable. It might be an un-
predictable external impact that changes the parameters of functional de-
pendency y = f(z), or the dynamic variable which was not taken into
consideration in the simpler model.
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e In addition to the joint probability of two quantities x and y it is conve-
nient to introduce a conditional probability density. It answers the following
question: what is the probability of y if the value of x is already known? The
conditional density is equal to the joint density P(z,y) normalized by the
probability of already available information P(x) (see p.242in appendix M):

(1.17)

Let us take the normal distribution (LI0) as an example of P(x), while for
joint probability density P(x,y) let us take the “two-dimensional displaced”
normal plot:

e~ (@ +y*+V2zy) » e— (@ /24y*+V2zy)
, z=1y)=
2 (z=y) J

The joint and conditional probabilities are shown in the figure below:

P(x,y) =

The volume under P(x,y) is equal to a unit while the volume under P(x = y)
is equal to infinity. Normalization of conditional probability has the meaning
of obtaining any value y for the a given x:

oo

/ Pz =vy)dy=1. (1.18)

—00

It is worth verifying that the formula (LI8) agrees with (LI0]).

Let us note that the following notation is more common for conditional
probability: P(y|z). But it will be shown further that P(xz = y) appears to
be more natural notation when describing the chains of events connected to
each other. In any case P(x = y), like P(z,y), is the function of two real
arguments.

Conditional probability is important as it allows to link different events
with each other, manifesting their cause-effect relation.
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e Consider probabilistic properties of the English language. Each of 28 let-
ters including space “ 7 and apostrophe has its own probability of occurrence
in a text:

p(_)=0.192, p(e) =0.099, p(t)=0.074,..., p(z) = 0.0005.

If we need to find the probability of certain substring, e.g. “th” to appear in
a random place, we have to count occurrences of such substrings and divide
it by total number of all substrings like “**”, where asterisk is any character.
In order to calculate the conditional probability P(t = h) of the occurrence
of letter “h” conditioned on the fact that there is letter “t” before it, we
will need to select all substrings that satisfy the pattern “t*” (“t”, then any
character “*”) and find out how many “th” there are among them. This
results in:

p(th) = N(th)/N(++) = 0.024,  p(t = h) = N(th)/N(t«) = 0.328,

where N is the number of substrings that satisfy the corresponding mask.
For a text that has n characters: N(xx) = n — 1 and N(t*) = p(t)n. The
number of both joint and conditional probabilities for two letters equals to
282 = 784.

The probability of finding a specific letter in a text depends on the prehis-
tory (previous letters). For example, the probability of “h” occuring after “t”
is 6.5 times higher than the absolute probability of “h” occur: p(h) = 0.050.
Vice versa, some combinations of letters are very difficult to pronounce. E.g.
“z” is very unlikely to appear after “q”.

Knowing the conditional probabilities we can create synthetic texts. Thus,
the new letter “x” will be generated with probability

p(...cba = x)

97

according to the known prehistory “...cba”. The longer is the history on
which we condition, the more “euphonious” combinations will appear in such
text:

> P(z): teiesgeo sn lsdupeaguylohsnnr a soontwe as ihh leoaanhe lttaea iv
a ebtaeeeedcfroi oone shcw nihdeeetn h gelhrrnn;

> P(a = x): hescer man plyocerkn’ma mofind maritathes hilel whed inond
as hr s threr ath ruprout win modangeno at oun y d ct o;

> P(ba = x): and bea me mor laysid usal barry inted is that se pand wit
com a saught i’'m the drupoing on to yession the as rettly;

> P(cba = x): wild the sames resough wered in his do in him for i do said
in ver through this can one oth pret be the dog frient.

In the first case only unconditional probabilities are used and prehistory is
not taken into consideration at all. In the second case a single previous letter
is used to determine the next, etc.
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e As a second example let us use the data of daily closing prices x; of the
stock index S&P500. First calculate its log returns

ry = In(z¢/@e—1)
in percentage terms (< (g)). Then discretize the values into the five intervals:
(—o00... —3%), [-3%...—1%), [-1%...+1%], (+1%...+3%], (+3%... + ).

Therefore, the market state is characterized by one of the five possibilities:
starting from “panic” (—oo... — 3%) and ending with “euphoria” (4+3%...00).
As such, each r; turns into a discrete random variable which can take five
values. This values are not returns anymore. These are the market states
numbers, e.g. -2,-1,0,1,2.

It is possible to consider the joint probability p(ri—1,r:) of an event that
two consecutive days have the states r;—; and 7. Every day one of five
possibilities realizes, so there will be 25 = 52 different combinations of the
following states for two consecutive days: {(0,0); (0,1); (0,-1);...}. Between
1990 and 2007 there were n = 4531 trading days. Occurrence of each state
revealed the following values for the probabilities:

p(r) = (0.007 0.110 0.761 0.125 0.007).

In order to calculate them we have to count the number of trading days in
every state; after that we need to divide them by n. The calm days are the
most typical for the market [—1%...+1%)]. They took place 3451 = 0.76-4531
times during the considered period. Similarly to the letters from the previous
example, conditional probabilities can be calculated:

0.067 0.167 0.400 0.267 0.100
0.022 0.146 0.651 0.168 0.014
p(ri—1 =ry) = |0.004 0.107 0.783 0.102 0.004
0.006 0.084 0.759 0.138 0.013
0.000 0.303 0.515 0.152 0.030

The first row in this matrix corresponds to the state transition from “panic”
yesterday to one of five possible states today. In the same way the last row
includes the conditional probabilities of state transition from “euphoria”. It
is notable that the probabilities of state transition from “calm” market (the
middle row) are very close to the unconditional probabilities p(r). In case
the market was not calm yesterday, probabilities differ from the daily ones.
Tt is especially clear (< qﬂ) for the extreme states of “panic” and “euphoria’”.
Since the probability that some state will happen next is equal to a unit, the
sum of the numbers in each row is also equal to one [see (LIF])].
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1.4 Dependency and Independency

e Quantities are statistically independent if their joint probability density is
equal to the product of the probability distributions of each quantity:

P(z,y) = Pi(z) P2(y) .

We will often be omitting the indexes here and will be using the same letter
to denote different functions distinguishing them by an argument. It follows
from the definition (LI7) that for independent events the conditional pro-
bability density P(z = y) = P(y) depends only on y. This equation can be
considered as another definition of event independency. If the occurrence of
event y doesn’t depend on the fact whether the event x took place or not,
then they are independent.

The mean of a product of several independent quantities is equal to the
product of their means:

oo

@ = [ 2y P@PW) dedy = (@) ).
So, the covariance
cov(z,y) = ((z = Z)(y — 9)) = (zy) — (2) (v) (1.19)

between independent quantities is equal to zero. Note, that the opposite
statement can be false (< ().

e The function z = f(x,y) of two random variables x and y is also the
random variable with a certain distribution P(z). In order to find P(z), we
need to transform the formula for the mean of an arbitrary function F(z) in
such a way that it turns into an integral by z only:

o o

(F(2)) = /F(f(x,y))P(x,y)dmdy: /F(z)P(z)dz. (1.20)

—0o0 — 00

E.g., if z and y are independent Gaussian numbers with the arbitrary volatil-
ities 0, oy, then the quantity z = = + y is also Gaussian:

T 2 2 2 2 d.’bdy 7 2 2 dz
F(2))= | F(x+y)e = /207y /2 :/er’z/% ,
(F(2)) / (z+y) droor, (2) /2
00 5o

where 02 = o2 + cr;f;‘ The following substitution is performed in the double

integral: z = x + y, u = x. Integration by wu is carried out according to
the formula ([4)) on p.255 of the Appendix M. Thus, the sum of two normal
quantities is also a normal quantity.
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e Let x and y be two independent random variables with arbitrary distri-
butions. Consider z which is their sum: z = x + y. As we discused before,
the mean is equal to the sum of means: z = Z + g. Find the variance:

Z=(z=2)=((x—z+y-y)?)=ocr+op+2{x—x)(y—v),

where the square was expanded under the mean sign and the volatility of
each quantity was introduced, for example, o2 = <(x — i‘)2> IfQ =
and y are independent, their covariance (the last term) is equal to zero:

(. —2)(y—y)) =(z—x)(y—y) =0. So,

2

— 42 2
0, =0, +0,.

In general the following is true for the sum of n independent quantities:

z=21+ ...+ => o2 =0}+.. .+l (1.21)

To prove this we have to consider x; + x5 as one random variable and obtain
2 2 2 2 2
o, +o03 =01 +05+03

after adding x3 to it, and so on.

If the volatilities of each independent z; are the same and equal to og, the
volatility of their sum will increase with the number of terms as o, = gg/n.
This square root relation between n and o is extremely important. It lies
in the basis of all the Noise properties which we will add to deterministic
differential equations.

We emphasize that the obtained result (L2I)) doesn’t depend on the dis-
tribution of quantities z;; they can even be different. The only condition is
that they must be independent.

We earlier derived the same result for the sum of two independent Gaussian
numbers. However, in that case the probability density turned out to be
Gaussian as well. A random variable z is called infinitely divisible if it can
be represented as a sum of independent random variables, which have the
same distribution as z (perhaps, with different parameters). The Gaussian
probability density is one example of an infinitely divisible distribution, others
are Cauchy distribution and gamma function, which are considered in the
next section.

In fact, it is enough for infinite divisibility that all three quantities in
z = = + y have the same distribution. Though the same functional form of
the distribution is implied, the parameters (in particular, volatility) can be
different. In general case, the sum of arbitrary distributed numbers has a
distribution that is different from the distribution of each term in the sum.
However, Eq.(2I) is always true for independent quantities and turns out
to be a universal relation.
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e The simplest relation between two random variables x and y is a linear
dependence y = « + B x. In more general case there can be a third random
variable £, which is interpreted as an “external” random noise. The resulting
model (regression) parametrized by constants o and 5 looks as follows:

y=a+pfz+E (1.22)

The search of the relation between empirical quantities usually starts from
this equation.
Usually the mean value of the noise is assumed to be zero:

€ =o0.

Otherwise, it can be included in the parameter a. We require that the “noise”
variance £ (the model error) is minimized:

0’? =(&) =((y— a— Bx)?) = min. (1.23)

Taking the derivatives by « and 3, it is possible (< Hﬂ) to find the equation
of the regression line. Its slope B is equal to

5o (zy) — (@) () _ ((z—T)(y — 1)) (1.24)

(2) — (z)” o3 '

Finally, we rewrite the equation in a symmetrical form of ratios of dimen-
sionless deviations from the means:
y—7 r—I £
= p(z,y) + . (1.25)

Oy Oz Oy
The coefficient of this linear law is called correlation:

Pay = p(T,y) = Cov(z’y), (1.26)

00y

and contains the covariance (II9)) in the numerator.

A non-vanishing correlation (p # 0) between two quantities x, y doesn’t
necessarily mean the presence of a causal relation y = f(zx) or x = g(y). For
example, there can be the third quantity z which influences both = and y
synchronizing their behavior. Thus, a recession in the world economy has
the same impact on two industries that are not connected to each other and
are both export-oriented. A “false” correlation also occurs when two quan-
tities have an explicit ascending or descending trend (a systematic increase
or decrease). In this case a significant correlation will appear between them.
This correlation shows the presence of a deterministic growth component

(<(g)-
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e The correlation coefficient determines the slope of the regression line.
However, it is more important that it can be a measure of the linear model
forecast capability. Let us show this by substituting the initial equation ([22])
into the Eq. (24]) and take into account that () =0 and § = o + 8 Z:

g (@=DBE-m+0) _

2
0%

(x€)

o2’
Thus, (z£) = 0, which allows us to calculate the variance y:
oo =((y—9)*) ={((B(z —2) +£)°) = B0 + (°).

As 8 = p(z,y)oy /04, it is possible to obtain the expression for the relative
error of the model:

E= Zf = /1 - p2(z,y). (1.27)

The value of the noise volatility Ug = <§2> can be considered as the error of
the linear model y = o + fBx. It is useful to compare it with the volatility
oy, which is the typical error of the trivial model ¥ = . Let us note that
such relative error E depends on the correlation coefficient. The closer is its
square to 1, the smaller is the error. For vanishing p the relative error is equal
to 1. Correspondingly, the linear model has the same forecasting power as
the trivial statement that the best forecast for y is its mean. The coefficient
of determination

R2:17E2:p2

is also frequently used. Note that the absolute value of the correlation coef-
ficient is always less than one: |p| < 1.

e In conclusion, let us mention that the linear model (L22]) can be inter-
preted in different ways.

1) First, this is a forecasting model for y if = is known (like P(x = y)).
In this case £ is an external noise, or the model error when the “true” depen-
dence between x and y is not that simple. In this case y always appears to
be a random variable because of the noise. As for x, there are different pos-
sibilities. For example, when studying a demand curve, £ can be a product
price which is controlled and set by the researcher (e.g. equally spaced price
points). In this case it is deterministic. However, the dispersion of its values
allows formally determining the mean Z and the volatility o, .

2) It often happens that both x and y are equivalent random variables.
For example, the daily stock price changes of two companies = and y are
stochastically related to each other in the stock market. Both quantities are
random and aren’t affected by the researcher.
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1.5 The Characteristic Function

e The characteristic function ®(q) is the Fourier transform (p.257) of the
probability density of a random variable x:

d(q) = / '’ P(x) dx, P(z) = 2177 / e ' ®(q) dg.

Using this function, it is easy to get the mean values of arbitrary powers of
x. Doing one Fourier integration and finding the characteristic function, one
can receive (z™) by simple differentiation:

1 d"®(q)
™ dgn

- ]ox P(z) dz = (z").

— 00

q=0

The characteristic function can be represented as the mean of the exponent,
ie.: ®(q) = ("%). Tt is obvious that ®(0) = 1. The coefficients of the series
expansion of ®(q) by ¢ are the means of the powers of x:

= " () " =14+1{(z) qg— ; (z%) ¢* + ... (1.28)

n=0

Sometimes it is necessary to consider the real-valued variant of the character-
istic function obtained by the substitution ¢ — ¢/+ and called the moment-
generating function: ®(q/1) = ¢(q) = (e*).

e Assume that a random variable y is connected with z according to a linear
dependency y = a + bx. Then its characteristic function is the following:

P, (Q) = (') = <61q(a+bw)> = e"1° <e’qbw>.

Thus, an additional phase factor appears in the linear transformation and
the argument ¢ of ® is scaled:

y=a+bz  =>  B,(q) =e""d,(bg). (1.29)

If b =0, then ®,(q) = €. If we take into account the integral expression
for the Dirac delta function (p.25§)), this leads to the probability density
P(y) = 6(y — a). We see that y is no longer a random variable, but a deter-
ministic constant y = a.
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e Let us give some examples of characteristic functions for several impor-
tant probability distributions:

o~ (@=20)%/20°

GGUSS : P(x) = \/2 ) (b(q) - 61w0q_02q2/2.
oV 2w
a/m Y
Cauchy : P(z) = (o — xo/)2 a2 ®(q) = e®04 lal
1 z\*! 1
Gamma : P(z) = e, B(g) = .
(@) (1) (7) @ (1 —wyq)*

In order to find ®(g) for the Gauss distribution it is necessary to complete
the square in the exponent. The Cauchy function ®(g) is easier to check in
opposite direction, calculating P(z) from this function. In the third case a
straightforward integration is performed for the Gamma function according to
the formula (I6), p.256 Let us note that the Cauchy characteristic function
®(q) is not analytic and the distribution doesn’t have any finite moments
(™) for m > 1.

e Consider two independent random numbers z, y with the arbitrary distri-
butions P;(z), Px(y), and their sum z = x + y. Let us find the probability
distribution P(z) for the random variable z. For this purpose we calculate
the mean of an arbitrary function (the integration is from —oo to 00):

(F(2)) = / F(z+1y) Pi(2)Paly) dedy = / F(:) Pr@)Pa(z =) d d.
P(z)

where the following substitution is made: y = z — x. So

P(z) = / Py(2)Py(z — x) dx.

The characteristic function for the sum of two independent quantities is equal
to the product of their characteristic functions:

D.(q) = (D)) = (£117) (1) = @,.(q) @, (q),

where the fact that = and y are independent was used. It is obvious that in
general case of n independent random variables x;, the characteristic function
of their sum is equal to the product of the characteristic functions of every
term:

r=214 .. +ap => D.(q) = P1(q) - .. - D(q).

If the distributions of every z; are the same, we have ®,(q) = ®"™(q). Now it
is possible to show that Gauss, Cauchy and gamma distributions are infinitely

divisible (< Hg).
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e When studying random processes we will often use the fact of normal
distribution infinite divisibility. In particular, if eq,...,&, are independent
Gaussian quantities with zero mean and unit variance ¢; ~ N(0,1), then
their sum is also Gaussian:

E1+ .. tEn=cvn. (1.30)

The factor /n is extracted for convenience, so that ¢ ~ N(0,1) [ (TZI)),
p.I4 |. As a result, &; and ¢ have the same distribution with the same
parameters (mean, moments, etc.). The characteristic function for e satisfies
the equation ®(q)" = ®(y/n¢q) and is equal to

B(q) =0/,

In general case a distribution P(z) is called stable if for any n there exist
such constants a,, and b,, that

1+ .. +xp = an + by 1, (1.31)

where z1, ..., x, and z have the same distribution P(z). If a,, = 0, then such
distribution is called strictly stable. The Gauss distribution with the constant
b, = 4/n is strictly stable.

Let us remark that the condition (3T restricts the class of acceptable
distributions more strongly than the simple requirement of infinite divisibility.
The reason is that the left and right hand side in the definition (L31)) contain
random variables that have distributions with the same parameters, whereas
it is not necessary for divisibility.

Similarly to the linear scaling (29]), the following functional equation is
true for the characteristic function of a stable distribution:

d"(q) = "1 d(b,,q). (1.32)

It is not difficult to verify that both Gauss and Cauchy distributions satisfy
this equation. At the same time Gamma distribution, which is infinitely
divisible, is not stable. General functions satisfying ([L32]) are called Levy-
Khinchin distributions:

d(q) = etaB—[1+0sign(q) tan(re/2)] \Q\”’ D(q) = eztzﬁfvlqlﬂwanIql7

where sign(q) = ¢/|q| is the sign of ¢, and 0 < o < 2. In addition, |§] < 1,
v 2 0. The first distribution is four-parametric. The second one is three-
parametric and appears to be the limit of the first one as o — 1. These
distributions can describe random numbers with “fat tails” (large excesses)
if appropriate parameter values are set. This property is widely used when
modeling the returns of financial instruments.
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e Consider n independent random variables 1, ..., ,, which have arbitrary
identical distributions. Let us study the properties of the following sum:

u_x1+...+xn
= \/n

as n — oco. Without loss of generality it can be assumed that (z;) = 0 as this
is always possible to accomplish with the substitution  — = — (z). In this
case the mean of u is also equal to zero. As x; are independent, the mean of

u? is equal to the mean of z2:

22y 4 .+ (22
<u2> — < 1> < n> _ <x2> = o2
n
For the identical arbitrary distributed z; with ®(¢) and large n, the charac-
teristic function for u looks as follows:

n 2 2 n
q 0" q
d = |® = |1—- .
@ = ()] =[50
where we have used the equation (I.29) and expanded ®(q/+/n) into the series

up to the second infinitesimal order. The term proportional to ¢ is equal to
zero as (x) = 0. By definition, the Euler number is the limit of

e =(1+z/n)" as n— 0.

Therefore, the characteristic function and distribution for u are tending to
the Gaussian form:

B,(q) > e 7 T2, (1.33)

As an exercise (< Hpg), it would be useful to find the asymmetry and excess
for the characteristic function ®,(q) = ®"(q) for large n.

The result ([33)) is extremely important. It can be formulated in the
following way:

“the distribution of the sum of a large number of independent random
variables tends to the normal distribution”.

For example, if some physical quantity is subjected to external independent
random effects, then in most cases the distribution of its values obeys the
Gauss distribution. A stock price is also subjected to the random back-
ground of supply and demand fluctuations in financial markets. However, its
distribution is not Gaussian. Mainly, this is caused by two reasons: 1) the
correlation of market players activity (as a result of synchronizing informa-
tional channels) and 2) their slow re-evaluation of the stock risk (volatility).
We will get back to these issues in the Chapter 8.
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1.6 Multidimensional Gaussian Distribution®

e When studying systems of stochastic equations we will often use matrix and
tensor notation. In order to simplify the notation of matrix multiplication
the following two conventions are used:

Na = ZSM € = Sai&i=(S:€)a- (1.34)

=1

Summation is always implied over the repeated index and the summation sign
is omitted. Above, the index “i” in the second equality is of such kind. The
repeated indexes which are used for summation are called “dummy”. During
the calculation they can be replaced by any letter that is not otherwise used
in the expression. The third equality in the equation ([34) is the matrix
form of the same sum. The matrix S = S,3 and the vector € = {1, ...,e,}
are multiplied without explicit mentioning of indexes and a summation sign.

Consider n independent Gauss random variables, which have zero mean
and unit variance. The mean value of their product <si5j> is equal to one for
same indexes and to zero for different ones. We will denote such a matrix by
the Kronecker delta:

s 1 1=y
<Ei5j>_613_{0 Z#]

For example, let us calculate the covariance matrix of random variables 7,:
<77a77[3> = SaiS/3j<EiEj> = SaiS,gj(sij = S(M'S/gi = Sa,»Sg/; = (SST)a/g. (1.35)

When summing up with Kronecker delta d;;, only the terms with i = j
survive in the sum. So, one of the sums (by j) and the Kronecker delta cancel
each other out. Only the summation index 7 is left. Then the new matrix
Sg[; = Sp; with the transposed indexes is introduced. This operation is called
transposition. In the tabular presentation it corresponds to transposition of
the matrix rows and columns.

A matrix S has the inverse one S™!, if the following equation holds:

where 1 = §;; is the unit matrix (the Kronecker delta). Thus, it is possible
to write the following for the vector n = (71, ...,m,) defined above:

n=S-¢e => e=8"1.q,

where we multiplied the left and right parts by S=!.
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o Let € = (g1, ...,ep) be standard independent Gaussian random variables
g; ~ N(0,1), and the quantities n = (11, ..., 7, ) are obtained from them (L34])
by mixing the coefficients S,g. The mean of the product 1,7 is determined
by the variance matriz (L33):

Dog = (ams), D=S.87,

which is symmetric: Dog = Dgq.

Let us find the moment-generating function for random variables . To
this end, we introduce the vector b = (by,...,b,) and calculate the exponent
mean of the scalar product b -1 = bim + ... + b,n, (there is no sum by n!):

<eb~—q> _ <eb-S-s> _ <ebisﬂal> .. <eb7¢SiT,,5n> — e;{(bisi1)2+-"+(bisin)2}.

We have used the independence of quantities €; to split the mean of the
product into the product of means, and the equation (LII), p.[l In the
exponent, we have the following matrix expression:

(biSil)Q —+ ...+ (bZSm)z = b;S;1 bijk =b; Sik, S,Z; bj =b-S- ST - b.

Finally, the moment-generating function is:
1

¢(b) = (e®) = e2P PP, (1.36)

Taking the partial derivatives by b, it is not difficult to find any mean of any
product 7. Let us verify that the mean <nan,3> is equal to D,g. Differentiate
the moment-generating function by b,. Considering that b-D - b is equal to
biD;;b;, we have the following:

%) _ 1 p b 4D, — Duih:
ob, = 3 (Dasbi +biDia) (b) = Daibi o(b),

where in the second equality we have used the fact that D,3 = Dgo. The
second derivative can be found in the same way:

9%¢(b)

8baabﬁ = Da5 ¢(b) + D,;b; D[gjbj ¢(b)

Assuming b = 0 and considering that

9% (ebm)
Ob,Obg ‘b:O o <T]a77,3>,

we come to the equation D,g = <77a775>. As an exercise, we encourage the
reader to verify the following tensor expression:

<77a77577’v771€> = DapDyk + DayDpr + DarDp-

Thus, the mean of any power of 7 is fully defined by the variance matrix D.
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e Now let us find the explicit form of the joint probability density for the
quantities 71, ..., . First let us write the probability density for &1, ..., &5,:

-} ()

P(Ela -~-a€n) = P(€1) BRI P(En) = (271')"/2

When we make the substitution 7, = Sageg in the integral we must change
the element of the integration volume d"e = dgj...de,, multiplying it by the
Jacobian:

0N,

d"n = det
" ¢ 865

d"e = (det S) d"e.

As the determinant doesn’t change when the matrix is transposed, D = SS7,
and the determinant of the matrix product is equal to the product of the
determinants, we have det D = (det S)2. Correspondingly:

e—snD '

P,y ti) = :
(11, o) (27)"/2\/det D

where the substitution € = S™! - 1 is made in the exponent:
2 = S S s = e ST Sy =087 .87 .y =n - (S-ST)L.
€ i NaSig Mg =NaS™ 0 Signg =n n=mn-( ) m

and the property of inverse matrices was also used: (A-B)"! =B~1.A"!
(see p.247). As any probability density, P(n1,...,7,) is normalized to one.
Thus, it is possible to find the value of the following n-dimensional Gaussian
integral taking into account the expression ([L30]) for the moment-generating
function <eb'">:

[ i ay — ) VaerD PP (1)

—00

Until now we worked with mixed quantities with a zero mean: <77> =S <€> =
0. It is possible to add some constant vector 7, to them, which will have the
meaning of the mean values of 7,:

Na = Na + SaBEB-
Then the general n-dimensional Gauss distribution will be the following:

e—3 (n=m)D 1 (n-)

P01, p) =

where e = S™1.(n—m) is substituted into the probability density P(c1, ..., 5 ).
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e Consider the case n = 2 as an example. Let us denote the components
of the symmetric matrix D,g by three independent constants o1, o2 and p:

D — o? pO102
pPo102 0’% ’

It is not difficult to verify that the determinant D is equal to

detD = o%032(1 — p?),

and the matrix inverse to D looks as follows:

D! = 1 U% —pP0O102
detD \—poioa o} '

As a result, the joint probability density for 77,72 can be written in the
following way:

exp{—(z7 — 2pz122 + 23)/2(1 — p*)}
2770102\/1 —p?

where x; = (n; — 7j;)/o; are the relative deviations of 7); from their means 7;.
The parameters o; are volatilities: <(771 - 771)2> = D11 = 02, and p is the
correlation coefficient: p = (x122).

The matrix D = SS” is symmetric, whereas S is not symmetric in general
case. Therefore, D depends on three parameters and S depends on four ones.
Several different matrices S can correspond to the same variance matrix.

Thus, we can write:
__(oi1cosa opsina
o2sinf8 ogcosf )’

where p = sin(a + ). Therefore, the same correlation coefficient p can be
produced by different combinations of angles o and S.

P(n1,m2) =

)

If « = —p, then p = 0, and D is diagonal. For 0; = 09 = 1 it is a
unit matrix. The matrix S, which satisfies the equation SS” = 1, is called
orthogonal.

If «a =0, p=sinp and 07 = 05 = 1, then

S = C; \/10_p2), D= (/1) T) (1.38)

Such component mixing transforms the independent standard variables
€1,62 ~ N(0,1), (e162) = 0 into correlated ones, so that 1,172 ~ N(0,1):

m= ¢
{n; bt Sl T2 mem)=e (nl)=(m) =1

This allows us, for example, to generate correlated quantities from the un-
correlated ones for computer simulation.
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1.7 Additive Random Walk Model

e The coordinate of a Brownian particle in the water or a price in financial
market x has a completely irregular trajectory. The additive independent
discrete random walk is its simplest description. The four adjectives in the
model name describe the basic process properties.

Suppose that the initial value * = x9. Then z undergoes t = 1,2, ...
independent random Gaussian changes (“impacts”), each with the volatility
0. As a result, z turns to be equal to the accumulated sum of such changes:

=0 + 0 (1 + ... + &), (1.39)

where g; ~ N(0, 1) are Gaussian numbers with zero mean and unit variance.
For now the index ¢ is an integer, but below we will proceed to a continuous
time limit.

It is convenient to introduce the discrete Wiener variable:

Wy=¢e1+..+e =Vt (1.40)

The second equality above reflects the fact that the sum of ¢ Gaussian num-
bers is equal to another Gaussian number with the volatility /¢ (pp.I3HI4).
Random numbers, both with indexes ¢;, and without them ¢, are assumed to
be normalized: (g) =0, (¢?) =1, i.e. as € ~ N(0,1). The model (L39) now
looks as follows:

.’ﬂt:l'0+0'Wt.

Let us model the following walk with the help of a computer. Starting from
zo = 0, we generate the random numbers €1, €3, ... and build their accu-
mulated sum. Such a trajectory is called a sample trajectory of the random
process (the first figure):

As the changes ¢ will be new every time, the trajectories z; = x(t) of the
walk will be different too (see the second figure). Various realizations of the
walk process cross the vertical line ¢t = const at certain values of x. The set
of all these numbers is a random variable.
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So, when talking about the process x(t), we mean that in the given moment
of time, x = x(t) has certain distribution P(z). The distribution might be
different in another moment of time. Thus, the probability density P(x,t),
the mean Z(t) and volatility o(¢) are functions of time. The dependence of
these characteristics of the random value x on time motivates introduction
of the term “process”.

The volatility of the random walk increases as v/t. This can be clearly
seen from several realizations of x; in the second figure above. Their “bunch”
widens gradually. As a result, the uncertainty of the future value of x; grows.
We can find z; quite far from the initial value xg = 0. This is also shown
in the third figure where the probability densities P(x,t) are given. They
“spread” gradually in the course of time. Though the maximum of P(z,t) is
always at © = x¢, nevertheless, the coordinate of the Brownian particle (or
the price) might soon be found arbitrary far from its initial value because of
the “spreading” of the probability density.

Random walk trajectories start from a certain initial value zo = x(to) in
the moment of time tg. Therefore, when talking about probabilities we mean
the conditional density

P(.Z‘o,to = x,t).

For now, the moments of time ¢y and ¢ are integers that correspond to the
jump number €, on the next stage.

It is important to understand that z; = z(t) is not a specific sample
trajectory. It comprises the whole set of all trajectories of a random process.
By analogy, a random number x doesn’t represent a specific value. It contains
all possible realizations obeying some distribution P(z). The probability of
getting z; on the ¢-th step is determined by the probabilities of all changes
€;- Thus, the discrete Wiener process W; is determined by the probability
density:

P(El, ...,St) = P(€1) HETT P(et)a

where the equality shows the mutual independence of all ;. Therefore, W,
is, in fact, a multidimensional random variable.
Let us pay attention to the meaning of the formula:

61+...+Et:€\/t.

Assume that we generate ¢ independent Gaussian numbers ¢; and add them
together. The result will have the same statistical properties as the single
Gaussian number € with a unit volatility multiplied by the factor v/t. When
studying the properties of the accumulated sum it is sufficient to use the quan-
tity € instead of the joint density P(e1, ..., &¢). In particular, if the mean of the
sum of Gaussian numbers is required, its calculation can be simplified by us-
ing only one random number. However, some tricks are necessary if we are
interested in relations between sums obtained in different moments of time.



